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Your feedback is important to help guide our future books.
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The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Test case structure may follow this structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Conclusions Summarizes the result of the test.

Typographic Conventions
In this document, the following conventions are used to indicate items that are selected or typed
by you:

o Bold items are those that you select or click on. It is also used to indicate text found on the
current GUI screen.

o Jtalicized items are those that you type.

PN 915-2628-01-5071 Rev | www.ixiacom.com/blackbook Vii
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Ixia’s Black Books include network, application, and security test methodologies that will help
you become familiar with new technologies and the key testing issues associated with them.

The Black Books are primers on technology and testing. They include test methodologies to
verify device and system functionality and performance. The methodologies are universally
applicable to any test equipment. Step-by-step instructions use Ixia’s test platforms and
applications to demonstrate the test methodology.

Ouir library of Black Books includes twenty-two volumes that cover key technologies and test
methodologies:

Volume 1 — Network Security Volume 12 — Network Convergence Testing
Volume 2 — Application Delivery Volume 13 —Ethernet Synchronization
Volume 3 — QoS Validation Volume 14 — Advanced MPLS

Volume 4 — Voice over |IP Volume 15 — MPLS-TP

Volume 5 — Video over IP Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — LTE Access Volume 17 — Network Impairment

Volume 7 — LTE Evolved Packet Core Volume 18 — Test Automation

Volume 8 — Carrier Ethernet Volume 19 — 802.11ac Wi-Fi Benchmarking

Volume 9 — IPv6 Transition Technologies Volume 20 — SDN/OpenFlow
Volume 10 — Converged Data Center Volume 21 — Audio Video Bridging

Volume 11 —Converged Network Adapters ~ Volume 22 — Automotive Ethernet

These Black Books are available in Ixia’s online Resources Library.

We are committed to helping our customers build and maintain networks that perform at the
highest level, ensuring end users get the best application experience possible. We hope this
Black Book series provides valuable insight into the evolution of our industry, and helps
customers deploy applications and network services—in a physical, virtual, or hybrid network
configurations.

PN 915-2628-01-5071 Rev | www.ixiacom.com/blackbook
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Network Security

Test Methodologies

Network security is essential for homes, government organizations, and enterprises of all
sizes. It is both a strategy and the provisions designed to protect network infrastructure and
the data traversing it. The number and types of attacks are enormous and the devices used to
defend against them are necessarily complex. This book provides an overview of network
security and covers test methodologies that can be used to validate the effectiveness,
accuracy, and performance of network security devices, polices, and process. By combing a
realistic mix of legitimate application traffic emulation and comprehensive set of threat
vectors, these methodologies are designed to help network operators and security
professionals find the right balance between application performance and security in today’s
hyper-scale, dynamic world.
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Security is a discipline concerned with protecting networks and computer systems against
threats such as exploits, malware, data leakage, spam, and DoS attacks, as well as ensuring
trusted access through mechanisms like IPsec or SSL. To defend against threats, and to
prevent unintended data leakage, enterprises have deployed security devices of all types.

Network security devices have one or more security functions, including firewall, Intrusion
Prevention (IPS), Data Leakage Prevention (DLP), and content security filtering functions (anti-
spam, anti-virus, URL-filtering), SSL decryption and inspection, and VPN access. Devices that
combine more than one of the technologies are commonly referred to as Next-Generation
Firewalls (NGFW) or Unified Threat Management Systems (UTMS). Each type of security
function above requires continuous testing to ensure that the devices are effective, accurate,
productive, and up to date

Securing a network is essential for all users of the Internet. The number and types of attacks
continue to grow at an alarming rate and the devices used to defend against them can be
complex.

This book provides an overview of network perimeter security and covers test methodologies
that can be used to assess the effectiveness, accuracy, and performance of such devices while
they are inspecting legitimate and malicious traffic.

Test cases pertaining to the security of virtual network functions (VNF) and virtual network
functions infrastructure (VNFi) are addressed in the Virtual Environment Security section of this
book. Tests in this section focus on testing of virtual security appliances for the prevention of
lateral threat propagation as well as optimizing performance by accelerating security testing
using Intel data plane development kit (DPDK).

The Current State of Network Security

There has been an explosion of security threats and large-scale data breaches at some of the
world’s largest corporations, as well as smaller more indiscriminate attacks on the general
Internet community.

Security solution provider Panda Labs identified 227,000 malware samples per day in the first
quarter of 2016":

1 http://www.pandasecurity.com/mediacenter/news/pandalabs-study-q1/
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Figure 1. Breakdown of malware types created and the infection by type of Malware in first Q of 2016
(according to Panda Labs)

The purpose of most malware is to either steal data or encrypt it and demand ransom payment
to unlock it. Email and web remain significant attack vectors, however social networking
platforms, peer-to-peer (P2P), and mobile devices are increasingly targeted. In addition, the
prevalence of Internet of things (IoT) increases the potential for cyberattacks against connected
cars, homes, medical equipment, and wearables.

AV-Test, a company that provides independent comparative tests and reviews for antivirus
software and anti-malware tools, has reported that there has been an exponential growth in the
number of malware samples in the last 5 years?. This, of course, was boosted by the rise of

ransomware, enabling cyber criminals to make quick money by scamming unsuspecting Internet
users.

2 https://www.av-test.org/en/statistics/malware/
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Figure 2. AV-Test report showing total malwares rapidly increasing over the past several years.

During the last few years, the cumulative number of vulnerabilities has also followed similar
trends. What'’s surprising is that even after steady education on cyber-security and patch
management, hackers have still been able to compromise systems using old known
vulnerabilities at a steady rate. The below figure from Verizon’s 2016 Data Breach
Investigations Report?® shows the count of CVEs exploited in 2015 by publication date,
confirming that hackers are still exploiting unpatched systems with known vulnerabilities dating
back as far as 1998.

3 http://www.verizonenterprise.com/verizon-insights-lab/dbir/2016/
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The number of discovered vulnerabilities in applications is far greater than the number
discovered in operating systems. This makes sense, as there has also been an exponential
growth in the number of applications and their reachability to masses, while at the same time
operating system and core application developers have adopted more secure coding practices.
The most popular applications for exploitation tend to change over time because the rationale
for targeting a particular application often depends on factors like prevalence or the inability to
effectively patch. Browsers and client-side applications seem to be consistently targeted, taking
advantage of the current trend wherein trusted websites are converted into malicious servers.

Worldwide, there has been a significant increase in the number of people discovering zero-day
vulnerabilities, as measured by multiple independent teams discovering the same vulnerabilities
at different times. Zero-day vulnerabilities are those for which there is no patch available and no
widely-spread knowledge.

Additionally, one of the most important factoids that has come up in recent times is that every
major industry is a potential victim, with none of them being spared and almost all organizations
are vulnerable to security attacks.
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Industry Total Small Large Unknown
Accommodation (72) 362 140 79 143
Administrative (56) 44 6 3 35
Agriculture (11) 4 1 0 3
Construction (23) 9 0 4 5
Educational (61) 254 16 29 209
Entertainment (71) 2,707 18 1 2,688
Finance (52) 1,368 29 131 1,208
Healthcare (62) 166 21 25 120
Information (51) 1,028 18 38 972
Management (55) 1 0 1 0
Manufacturing (31-33) 171 7 61 103
Mining (21) 11 1 7 3
Other Services (81) 17 5 3 9
Professional (54) 916 24 9 883
Public (92) 47,237 6 46,973 258
Real Estate (53) 11 3 4 4
Retail (44-45) 159 102 20 37
Trade (42) 15 3 7 5
Transportation (48-49) 31 1 6 24
Utilities (22) 24 0 3 21
Unknown 9,453 113 1 9,339
Total 64,199 521 47,408 16,270
Figure 4.  Verizon’s 2016 Data Breach Investigations Report shows the number of confirmed security

incidents by victim industry and organization size

The Source of the Vulnerabilities

But, who is to blame for the vulnerabilities that malware uses in an attack? The Internet is
something that we all want—the ability to publish and find information, to buy and sell products,
to communicate with others. However, this vast interconnection made possible by the Internet
also lowers the bar for malicious action.
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The major avenue of attack is through flawed software; that is, mistakes made in software that
leads to exploitation. A typical example is a buffer overflow, in which a programmer reads
unsanitized input, but does not compare the length of the incoming data against the amount of
storage set aside for the response. An overly long malicious response can be used to crash the
software, or cause it to execute arbitrary computer code—code designed to steal data or embed
other attacks.

Vulnerabilities are classified as either known, unknown, or zero-day. Known vulnerabilities are
typically first disclosed to or discovered by the authors of the software in question, allowing them
fix to issues before public disclosure. Unknown vulnerabilities and zero days are those not yet
discovered or disclosed to the creator of the software. Zero-day vulnerabilities are more harmful,
as they are known to only a few and can be exploited with minimal risk of discovery. Such
vulnerabilities may be abused for years until patched.

Misconfigured networks, servers, and clients offer another avenue for hacking. Network
elements, such as routers and IoT devices, come with a default administrator password, which
is often never changed. A hacker with access to a router can cause all traffic to be proxied
through their own server, allowing 'man-in-the-middle'(MiTM) attacks.

Similarly, misconfigured servers can allow hackers to disable or modify web sites, inserting code
of their own choosing. Such code is usually intended to steal data from associated databases.
Easily guessed administrator passwords, shared private keys for access, and SQL injection
attacks are often means of gaining access.

Finally, many users are simply to blame. Creating complex passwords or enabling two-factor
authentication is not a major concern for most users. We are often not careful enough—qgullible
or too trusting—allowing attackers to get us to cooperate with their plans.

The Damage
The damage from successful network security attacks can take many forms:

e Loss of data. This often consists of financial data, such as credit card numbers, but also
includes customer lists, intellectual property, and product development and marketing plans.

e Loss of time. It can take a great deal of time to recover from a security breach Data may
need to be recovered or reconstructed and systems extensively checked and network
security reworked.

e Loss of money. This is often preceded by the theft of data.

o Disabled or crippled services. Protesters and some governments may seek to disable
offending websites. Hackers also may be purely malicious in their intent.

o Legal exposure. Any of the previous items may expose an organization to lawsuits for loss
of data or money entrusted to them.



Network Security Overview

Classification of Security Attacks

User-Involved Attack Mechanisms

Computer users are the primary avenue used in security attacks. The most frequent methods
include the following:

Email. In addition to spam, emails may contain attachments that are malicious executable
programs or links to infected websites. Waves of targeted email attacks, often called spear-
phishing, are exploiting client-side vulnerabilities in commonly used programs such as
Adobe® PDF Reader®, QuickTime®, Adobe® Flash® and Microsoft® Office. This is currently
the primary initial infection vector used to compromise computers that have Internet access.

Web. Those same client-side vulnerabilities are exploited by attackers when users visit
infected websites. Because the visitors feel safe downloading documents from the trusted
sites, they are easily fooled into opening documents, music, and video that exploit client-
side vulnerabilities. Some exploits do not even require the user to open documents. Simply
accessing an infected website is all that is needed to compromise the client software.
Websites can be dangerous in several ways:

o Masquerading as valid websites collecting financial and personal information.

o Infecting through content injected from associated websites. The average commercial
web page contains content from more than 100 sources—advertising, tracking, and
content. One or more of those sources may have been compromised and may insert
code that is used to collect and send data to a third party.

o Presenting false information. For example, a web page advertisement might suggest that
a user's computer is infected with a virus, inviting the user to click on a virus scanning
program, which actually infects the computer.

Instant Messaging (IM). IM programs now provide mechanisms for passing executable
programs and web links, providing a means of infecting computers and revealing
information.

Peer-to-peer (P2P). P2P environments are often used to share software, which may be
similarly infected.

Gaming. Social interaction with other players may invite email or IM communications.
Games themselves, when executed on a user's computer, may be the source of infections.
Games that must be run in administrator mode or use ActiveX or JavaScript are especially
suspicious.

Software updates. Software vendors are increasingly updating their software over the
Internet, using web pages, or dedicated resident programs. Malicious parties may substitute
their own software, or infect the updates before they are downloaded.

People. End-users are frequently at fault for the following reasons:

o Using poor passwords. Using easy-to-guess passwords or reusing the same set of
passwords over and over again.
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o Inconsistently updating their software. Many attacks take advantage of known
operating system and application vulnerabilities. Software vendors usually offer software
updates that plug these vulnerabilities, but they must be applied by the end-user.

o Getting too personal. Online groups often ask for personal information, for example,
spouse, children, and pet names. This information may be used for identity theft or
password guessing.

o Being too trusting. Friends and other acquaintances may send us software or
websites, and we frequently trust them because we know them. They may have been
duped or the message may have been falsified.

o Inconsistent application of security software. Computer security can be confusing for
a computer user, including personal and corporate firewalls, anti-virus software, anti-
spam software, and browser and email protection. All types of protection must be
applied.

o Engaging in wishful thinking: "It will not happen to me."

Web vulnerabilities comprise 49% of the total number of those reported. The cumulative number
of reported web vulnerabilities is more than 20,000. Attacks against web applications constitute
more than 60% of the total attack attempts observed on the Internet. These vulnerabilities are
being exploited widely to convert trusted websites into malicious websites serving content that
contains client-side exploits.

Network-Level Attack Mechanisms

Many attacks are mounted without user involvement. The Internet depends on a number of
services accessible to everyone: Web, DNS, FTP, SMTP, POP, IMAP, and SIP to name just a
few. The server software used for these services, plus the many plug-ins that are used in
conjunction with the services, are an attractive target for hackers. All software has
vulnerabilities, and hackers are able to find them and exploit them for theft or other nefarious
purposes.

Sites that offer their users remote access may rely solely on user passwords. Automated
'robots' may try long lists of possible passwords to gain access. They may use information that
the user has provided to others; for example, see the Getting Too Personal earlier.

DDoS attacks are another network-level threat in which the attacker sends a large volume of
malicious traffic to a web- or other-server. The purpose of the attack is to disable access to or
from the service.

Vulnerabilities

As discussed, Vulnerabilities are a result of software flaws, flaws that fail to anticipate all
possible conditions, especially unusual user input. Software flaws exist in all software; most are
innocuous, but many provide the means for security penetrations. Three types of vulnerabilities
predominate:
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o Cross-site scripting (XSS). This type of exploit inserts HTML or other web content into web
pages before they are displayed to the user. Such code is often used to steal personal
information or to direct the viewer to a different website.

o SQL injection. This type of exploit extracts information from a database. For example,
users might be prompted for their account information; the web application may be
expecting a simple answer such as John Smith and use that name in an SQL query of the
form:

statement = "SELECT * FROM users WHERE name =" + userName + ;"
However, a hacker answering by typing:

"or'1'="1

will generate the following query statement:

SELECT * FROM users WHERE name =" OR '1'="1";

The result would be that the statement would return information for all users in the database.
Proper care in programming would prevent SQL injection attacks, but many websites are still
vulnerable.

o File includes. This vulnerability is similar to SQL injection in that it takes advantage of
unchecked user input. Such input may be used with websites that use PHP or Java. The
unchecked user input is used to include addition code from a hacker's site using file include
facilities in the web language.

The number of published vulnerabilities have hovered between 5000 to 7000 mark in the last
few years according to the data from National Vulnerability Database (NVD)*. Figure 4 shows
the trend of the number of vulnerabilities from 2010 —, 2016.

4 https://web.nvd.nist.gov/view/vuln/search
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Figure 5. Number of vulnerabilities per year from 2010 — 2016-May — Source: National Vulnerability
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In 2016, third-party applications were the most important source of vulnerabilities, with around
78% of the reported vulnerabilities. Operating systems were only responsible for 18% of
vulnerabilities and hardware devices for 3%.

Vulnerability Distribution by Product Type - 2016

Hardware
Operating 3%
System e
19% _d -

Application
78%

Figure 6. Vulnerability by product type — 2016 - Source: National Vulnerability Database

In the virtual world, vulnerabilities in the hypervisor can be critical, leaving the guest OS
exposed to various forms of exploits. One such vulnerability discovered in 2015 was the venom
vulnerability that impacted Xen, KVM, and QEMU hypervisors. This vulnerability allowed one
guest OS access to the host, thus affecting every guest OS running on the same hypervisor.

Find us at www.keysight.com Page 12
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With increased focus on virtualization and software defined data center (SDDC), it is crucial that
hypervisor-level vulnerabilities are detected and blocked by security measures deployed in the
SDDC.

Malware

Malware is the term used to describe the entire gamut of malicious software. For this
discussion, we will break them down into these categories:

e \iruses
¢ Worms
e Trojans

e Drive-by Exploits

¢ Rootkits
o Exploit Kits
e Spyware

¢ Ransomware

Although we can distinguish these types, modern malware is very often hard to categorize—
blending multiple types of attacks. You can look at this list as types of behaviors that malware
can exhibit and some malware may fit more than one of the following categories.

Viruses

The term virus is often used instead of malware, but actually refers to a computer program that
infects a computer and is spread with minimal user action. A virus typically attaches itself to
another program. User actions include email and physical distribution through CD, DVD, or USB
drive. Viruses often establish themselves on shared network file systems that may be accessed
from multiple computers.

Worms

Worms are self-spreading programs that take advantage of security vulnerabilities. They spread
themselves to other network nodes without any user interaction. Worms typically stand alone
and do not need to attach themselves to other programs. They may consume bandwidth, or
corrupt or modify files. The first significant worm was the Morris worm, which was released on
November 2, 1988. It took advantage of known vulnerabilities in Unix sendmail, finger, and
rsh/rexec, as well as weak passwords. It was originally intended to measure the size of the
Internet, but a coding error caused it to infect computers multiple times, rendering them too busy
to be useful. Other historically notable and highly damaging worms include the Witty Worm,

SQL Slammer, and Conficker.


http://en.wikipedia.org/wiki/Unix
http://en.wikipedia.org/wiki/Sendmail
http://en.wikipedia.org/wiki/Finger_protocol
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Trojans

Trojans are programs that appear harmless, but hide malicious functions. These functions are
often remotely controlled by central computers. They are particularly insidious because they
may do nothing for long periods of time, or only intermittently. They may do the following:

o Make the computer available as part of a network of remotely controlled computers, called a
botnet

e Steal personal user information, either by scanning local information or by injecting code into
web forms and email

e |Install other malware

¢ Download or upload files, wasting computer storage space and network bandwidth
o Modify or delete files

e Log keystrokes to discover passwords and other information

e Transmit the contents of a user's screen

Drive-by Exploits

Drive-by Exploits, also known as drive-by downloads, refer to injection of malicious code by the
HTML of websites that exploit vulnerabilities in web browsers. They are increasingly used by
attackers to target web browser plugins such as Java, Adobe Reader, and Adobe Flash. These
malware attacks can infect your computer simply by your visiting a website that is running
malicious code. Most of the time these are legitimate websites that have been compromised to
redirect you to another site controlled by the hackers. Once infected, the malware does what it
was designed to do, which is mainly to make money for its masters.

The malware known as Zbot can access your email or bank accounts. Another type of payload
called ransomware can hold your files hostage until you pay to have them released.

Rootkits

Rootkits are self-obscuring programs, hiding as normal operating system files. In doing so, they
disable security software packages that might discover them. As part of the operating system,
they can perform any number of functions. For example, in Unix-based systems, they can hide
as the login program, capturing valuable user passwords for later use. Rootkits exist for a wide
variety of operating systems, including Microsoft Windows, Linux, Mac OS, and Solaris.

Exploit Kits

Exploit kit is a toolkit that automates the exploitation of client-side vulnerabilities, targeting
browsers and programs that a website can invoke through the browser. A key characteristic of
an exploit kit is the ease with which it can be used even by attackers who are not IT or security
experts. The attacker doesn’t need to know how to create exploits to benefit from infecting
systems. Further, an exploit kit typically provides a user-friendly web interface that helps the
attacker track the infection campaign.
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Some exploit kits offer capabilities for remotely controlling the exploited system, allowing the
attacker to create an Internet crimeware platform (Malware-as-a-service) for further malicious
activities like delivering other payloads. These may include a bot, a backdoor, spyware, or
another type of malware.

Spyware

Spyware is a type of hidden malware that collects and forwards user and computer information.
It can be used to collect various types of personal information, such as Internet surfing habits.
Spyware can also interfere with user control of their computer in other ways, such as installing
additional software and redirecting web browser activity. Spyware has been known to change
computer settings, resulting in slow connection speeds, altered home pages and loss of Internet
connectivity, or loss of functionality of other programs.

Ransomware

In the simplest term, Ransomware is a malicious software designed to encrypt user data or
block access to contents within a user’s system until a certain some of money is paid. 2016 saw
the meteoric rise of Ransomware as cyber criminals found a way to extract money from
individuals as well as large corporations, thereby expanding their economy. Ransomware has
used all the usual tricks from mutation to multi-level-evasions to ensure deeper penetration.
Although authorities have issued regular warnings to users to not heed to ransomware
demands. However, users’ affection to their data and the fear of losing it ensured that they pay
enough to contribute to the continuous growth of Ransomware.

Spam

Spam includes any type of unwanted message. Spam is usually delivered by email but these
days it can be text messages, instant messaging, and Internet telephony-based spams. In the
recent past, the email-based spams have been more of annoyance than a major threat, largely
due to sophisticated spam filters. However, the emergence of snowshoe spam has put spam
back on the map. Snowshoe spam, unlike regular spam, is not sent from one computer, but
from thousands of users, each sending messages in low volume. It is easy to block spam
coming from one location, but when it comes from many, it becomes difficult for anti-spam
software to keep up. Even more problematic is the fact that a lot of snowshoe spam has been
tied to legitimate bulk email addresses, such as the ones that send you newsletters that you
voluntarily signed up for.

While spam is usually harmless, there is always the threat that snowshoe spam might evolve
into a gateway for a large, harder to detect phishing attack—or even as a method to spread
malware without setting off alarms.

Malicious Adware/Scareware

These are scams that trick a user into downloading and executing software, which may or may
not contain malware. For example, the screen shown below invites the user to download a free
scan program, which actually is malware.
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Phishing

Phishing scams are fraudulent attempts by cybercriminals to obtain private information.
Phishing scams often appear in the guise of email messages or websites designed to appear as
though they are from legitimate sources. For example, the message would try to lure you into
giving your personal information by pretending that your bank or email service provider is
updating its website and that you must click on the link in the email to verify your account
information and password details.

Botnets

A botnet is a group of computers or devices (especially in the context of 1oT) connected to the
Internet that have been compromised by a hacker using a computer virus or Trojan horse. An
individual computer in the group is known as a zombie or a bot that communicates to the bot
master, which directs them to perform malicious activities (command & control). Botnets have
evolved from single purposes, such as spamming, distributing malware, or conducting DDoS
attacks, to a multi-purpose army that can be rented by interested parties.

DDoS

DDoS attacks are an attempt to make a computer resource such as a web site or web service
unavailable to users. One of the most common methods of attack involves saturating the target
(victim) machine with external communications requests. The machine then cannot respond to
legitimate traffic, or the response becomes so slow that it is effectively unavailable. The DDoS
attacks are often launched by networks of zombie computers or botnets. This kind of attacks do
not target directly the confidentiality or integrity of the information resources of a target, but they
can result in significant financial and reputation loss.

The volume of traffic is critical when it comes to creating an effective DDoS, where the largest
attack to date topped at near terabit levels. Also, application-based DDoS attacks (HTTP, DNS,
SMTP, NTP, or SIP), including those leveraging reflection or amplification techniques are
becoming more prevalent than simple stateless flood based attacks (UDP, ICMP, or TCP SYN).



Network Security Overview

Advanced Persistent Threats (APTs)

APTs are a type of targeted attack aimed at companies or institutions. Behind these attacks are
usually organizations that invest huge sums of money to ensure that the target attack goes
undetected for a long time. Often the objective of targeted attacks is either data exfiltration or
gaining persistent access and control of the target system. This kind of attack consists of an
information gathering phase and the use of advanced techniques to fulfil the attacker’s goals.
The first phase can possibly involve specially crafted emails (spearphishing), or infected media
and social engineering techniques. The second phase involves advanced and sophisticated
exploitation techniques.

Data Leakage/Breach

Compromising of confidential information refers to data breaches that occurred via intentional or
unintentional information disclosure performed by internal or external threat agents. This threat
targets sensitive information from various sectors such as the public health sector,
governmental organizations, small-medium businesses (SMBs), large organizations. Data
breaches are usually realized through some form of hacking, incorporated malware, physical
attacks, social engineering attacks, and misuse of privileges.

Network Security Testing

Network security is a critical concern for enterprises, government agencies, and organizations of
all sizes. Today’s advanced threats demand a methodical approach to network security. In
many industries, enhanced security is not an option. U.S. federal regulations such as Sarbanes-
Oxley, HIPAA, GLBA, and others require organizations such as financial institutions, health care
providers, and federal agencies to implement stringent security programs to protect digital
assets.

The layered approach represents the best practice for securing a network. It is based on
maintaining appropriate security measures and procedures at five different levels within a
network:

1. Perimeter

2. Network

3. Host

4. Application
5. Data

Network security professionals speak in terms of 'work factor,' which is an important concept
when implementing layered security. Work factor is defined as the effort required by an intruder
to compromise one or more security measures, which in turn allows the network to be
successfully breached. A network with a high work factor is difficult to break into, while a
network with a low work factor can be compromised relatively easily. If hackers determine that a
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network has a high work factor, which is a benefit of the layered approach, they are likely to
move on and seek networks that are less secure.

Figure 86 details the accepted security levels, along with the types of security tools used at
each level. Ixia tests products and software at the perimeter and network levels, which will be
the subject of this document.

Security Level Applicable Securlty Measures

Firewall

PERIMETER N Anti-Virus

IDS/IPS

N ETWO R K Vulnerability Management System
Network Access Control
Access Control / User Authentication

Host IDS
Host Vulnerability Assessment
H OST Network Access Control
Anti-Virus
Access Control / User Authentication

Application Shield

APPL | CAT|O N Access Control / User Authentication

Input Validation

D AT A Encryption
Access Control / User Authentication

Figure 8. Security levels

Network Security Devices

The figure below is a simplified diagram of an enterprise network, complete with security
devices.
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Figure 9. Simplified secured enterprise network
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Network security devices have evolved over the years from a firewall to unified threat
management (UTM) devices to NGFWSs. Some security devices are for a specific purpose (anti-
spam, anti-virus), while others integrate multiple different functionalities into one device. In this
section, we describe some of the individual components that are used in network security
devices.

The security components that will be discussed in the following sections include:
e Firewall

e VPN gateway

e IDS/IPS URL filtering

e Anti-virus

e Anti-spam

o Data loss/leakage prevention

¢ DDoS mitigation

e Advanced threat protection

The security processors, when they are not integrated into a UTM device, are normally
connected to a private network connected to the firewall. Servers that offer public services, such
as email and web are kept on a private network called the demilitarized zone (DMZ). These
private networks serve to isolate them from the local area network (LAN) users.

Firewalls

Firewalls were the first independent security devices used with external network connections.
The purpose of the original firewalls was to ensure that only required connections were allowed
into the enterprise network. This typically includes services offered to the public: email, web,
FTP, DNS, and a few others. Firewalls are also used to limit the types of services that internal
computers may access outside the enterprise. This serves to somewhat limit malware from
contacting external servers.

Firewalls initially operated by filtering connections based on a 5-tuple, as shown:
e TCP or UDP

e Source IP address

e Source port number

e Destination IP address

e Destination port number
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Source IP Add. Firewall Rules

Source Port

UDP /TCP — — PASS

Dest Port DROP

Dest IP Addr

Figure 10.  Basic firewall operation

Firewall rules are applied against connections attempted through the firewall, either inbound or
outbound, to determine whether the connection is allowed or not. This worked well for a number
of years, but as services and their protocols multiplied and applications began to use HTTP's
port 80 as their transport mechanism, the ability of firewalls to meaningfully control traffic
diminished.

With the explosion of applications on top of TCP, rules based on just the 5-tuple was no longer
enough. With the increase in applications, there was also an increased threat of hackers
misusing the applications for attack purposes. Further, attackers became more sophisticated
and used evasion techniques to frustrate the traditional firewall rules. To handle this, most
firewalls today are application aware. They detect the application being carried in the IP packet
by using deep packet inspection (DPI) and can detect an application regardless of the
underlying TCP or UDP port being used. This allows IT administrators to set up granular policies
to allow or block certain applications (allow YouTube but block Facebook, for example) or
certain aspects of some applications (allow Facebook chat but disallow Facebook upload, for
example).

L2 L3 L4 L7

Internet Transport Email (SMTP, POP3, IMAP) Instant Messaging

Ethernet Protocol Layer Web (HTTP/S) Peer-to-Peer Applications
(P) (TCP/UDP) File Xfer (FTP, Gopher) Directory Services

A

» Deep Packet Inspection -

y

Figure 11. Deep packet inspection

Another feature of firewalls today is the ability to inspect SSL traffic. Now, a growing number of
sites ranging from social media to unified communications use SSL by default. Moreover, these
sites are now using SSL on all pages rather than selected pages deemed appropriate for
encryption. However, hackers can also use SSL to obscure attacks or use SSL to deliver
malicious payloads. Attacks hidden inside SSL can’t be subject to firewall rules or protection
unless the SSL is decrypted first. Thus, most next generation firewalls today also provide SSL
inspection capabilities. They decrypt the SSL traffic, apply the inspection rules and then encrypt
the traffic in real time to provide protection even for SSL traffic.
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VPN Gateway

VPN gateways are used to securely connect multiple sites within an enterprise, remote and
roaming employees, and business partners. Two protocols are commonly used:

e SSL. This protects and encrypts traffic, while providing a web-based interface for information
access.

¢ IPsec. This is network-level security that encapsulates and encrypts all traffic between the
gateways, as shown.

Before applying ESP

Original TCP

1Pva4 IP Header Header

Data

After applying ESP

Quter ESP Original TCP Data ESP ESP

1Pva IP Header Header IP Header Header Trailer Auth

-4—————————————— Encrypted ———————

Authenticated —— e

The original packet is encapsulated within a new packet that includes an additional
encapsulated security payload (ESP) header. The header and additional trailers, and an
optional authentication header (AH), serve to ensure that the source of the packet can be
validated.

IPsec is used when multiple sites wish full, transparent access to each other's networks.
Intrusion Detection and Prevention Systems (IDS/IPS)

Intrusion detection systems (IDS), use technology that passively monitors network traffic,
looking for particular malicious patterns, such as repeated attempts to log on to an account.
When they notice a pattern, they send alerts to administrators and sometimes modify firewall
rules to restrict access from the offending IP address.

Intrusion prevention systems (IPS) are similar to IDS, except they are logically in line with traffic.
That is, all traffic from the network is routed through the IPS. It is responsible for identifying and
stopping suspected traffic. Specific IPS rules and signatures are used to control how many flows
are watched and for how long, to ensure that the IPS does not significantly diminish the overall
traffic flow. IPSs are complex systems, attempting to minimize the number of false positives.

URL Filtering

URL filtering seeks to keep users away from a restricted set of websites. These sites are
generally classified as follows:

o Offensive content: pornography or other objectionable material
e Harmful content: containing malicious code

e Inappropriate content: pages deemed not proper to view at work, such as games or sports
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The list of websites used with the first two categories is often distributed as a service from a
security vendor, based on the experience of all its customers. IT managers create and maintain
the last category, often based on lists from the security vendor.

Anti-Virus

Network anti-virus software, located on the firewall or UTMS, serves to identify and filter all
forms of malware. It does this by looking at the network connections associated with protected
services: email, web, IM, and others. The data within the stream is examined using a number of
techniques that identify malware. Depending on the particular software, the connection or
transfer may be aborted or the offending malware removed from the stream.

Each vendor has a set of proprietary techniques that they use to identify malware. A common
technique is the use of signatures, which are particular unique sequences or bits of data that
identify the malware.

Anti-Spam

Anti-spam network software has a great deal in common with anti-virus software, and is often
bundled together. Spam is a growing problem, with more and more sophisticated, customized
messages being delivered. List-based approaches often miss such messages. Users must
remain skeptical and vigilant with respect to 'special’ offers.

Data Loss and Leakage Prevention

DLP is different than other security precautions in that it looks at outbound versus inbound
information. DLP seeks to keep company and client proprietary and confidential information
from leaving the organization, either innocently or maliciously.

Outbound information flows, such as email, web form data, FTP, DNS, IM, and other channels
are inspected. A list of rules, keywords, and policies are applied to determine whether the
communication should be rejected or allowed. Such filtering is very tricky. For example, a
brokerage company might disallow any account numbers to be sent to a customer, which may
be frustrating for the broker and customer.

DDoS Mitigation

DDoS Mitigation is a defense mechanism designed to eliminate or minimize downtime from a
DDoS attacks. There are dedicated DDoS mitigation devices and also a built functionality within
the NGFWs, application delivery controllers and other networking devices.

DDoS mitigation requires correctly identifying legitimate traffic from users versus high volume of
malicious traffic from bots and hijacked web browsers. Some of the DDoS mitigation techniques
include comparing signatures and examining different attributes of the traffic including IP
reputation, bandwidth per IP, cookie variations, HTTP redirect, and Javascript challenge.

Advanced Threat Protection

As mentioned APTs operate covertly and are difficult to detect, months can pass with no visible
compromises to the organization quietly under attack. Therefore, APT prevention and protection
is a systematic strategy and plans that will need to mitigate full spectrum attack vectors
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discussed previously as well as unknown malware and zero-day exploits. Sandboxing technique
is used to directly observe the behavior of the unknown malicious malware and zero-day
exploits. In addition, it is critical to have a good visibility into the baseline of your organizations
network traffic profile so that you can pinpoint suspicious activities.

Evasion Techniques

Security devices have a tough job: operating on large traffic volumes and keeping up with an
ever-changing set of threats.

An additional complication is the ability of hackers to disguise their attacks through evasion
techniques. A few examples are as follows:

o URL obfuscation — URL filtering may be confused by the use of backslashes instead of
forward slashes, or the use of % escape characters instead of 'normal’ letters.

o Fragmentation — IP packets are broken up into many smaller pieces, making for more
difficult identification

¢ Stream segmentation — An attack taking place over one connection, email for example,
might be interspersed with other traffic, potentially over a long period of time. Security
appliances may need to stop looking at the original connection for lack of space.

o Application evasion — An attack or exploit is hidden in the application payload or header.

Testing Security Devices

Testing of network security devices requires a number of techniques, which will be discussed in
the next few sections:

e Known vulnerabilities

o Data leakage testing

e Distributed denial of service

e Protocol robustness

e Line-rate blended applications mix traffic
e Encrypted traffic

Known Vulnerability Testing

Known vulnerability testing is the cornerstone of network security device testing. Attacks are
mounted against the security device by using a large database of known malware, intrusions,
and other attacks. A number of organizations exist to maintain this list. One leading organization
is the U.S. National Vulnerability Database maintained by the National Institute of Standards
and Technology (NIST). The Mitre Corporation provides access to this database, called the
CVE—Common Vulnerabilities and Exposures. As of September 2016, there are about 78000+
known CVE IDs.
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Proper security testing requires that a number of known vulnerabilities be applied to security
devices at a significant percentage of line rate. The device under test (DUT) should properly
reject all such attacks, while maintaining a reasonable rate of transmission of 'good'
communications.

In addition, known vulnerabilities must be applied using the wide variety of evasion techniques.
The combination of thousands of known vulnerabilities and dozens of evasion techniques
requires that a subset of all possibilities be used for testing. Test tools offer representative
samples, including special cases for newly published vulnerabilities.

Data Leakage Testing

Data leakage testing involves transmission of data from the 'inside-out' to determine if data loss
prevention devices will detect the leakage of proscribed information. All outbound means must
be tested, including email, email attachments, web-based mail, web form data, FTP, and IM.

Enterprises must create test cases for each of the rules, keywords, and policies that they use in
the security device, including tests that should not be flagged. Network equipment
manufacturers (NEMs) have a more difficult job—requiring a more extensive set of test cases
that exercise each type of rule and policy, along with a sampling of keywords.

Distributed Denial of Service

DDoS attacks often use large numbers of computers or devices that have been taken over by
hackers. Those computers use dozens of attack techniques designed to overload network and
security devices. This type of testing requires test equipment capable of simulating thousands of
computers.

The DUT must be tested to ensure that none of the denial of service attacks, singly or in
combination, can disable the device. In addition, the ability of the DUT to accept new legitimate
connections and provide an acceptable level of performance must be measured.

Protocol Robustness

There are literally hundreds of protocols associated with modern Internet systems. Each
operating system vendor and NEM implements each protocol in its own way. Many protocols
are used in the deployment of end-user services. For example, the following shows some of the
protocols used in a voice over IP (VolIP) call.
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Figure 13.  VolP Protocols

Each and every protocol implements a complex state machine, complete with multiple state
transitions and options handling. A perfect protocol implementation will properly handle each
legal and illegal input.

These protocol implementations are generally tested for conformance to standards and proper
functionality, but seldom extensively tested. Extensive testing requires that all corners of the
protocols' implementation be tested. This type of testing is called protocol robustness/resilience
testing, measuring the ability of a network device to handle unusual and malicious input. This
type of testing finds design, configuration, and implementation flaws.

These types of flaws are often called 'zero-day' flaws, because they remain undiscovered until
the first day of their deployment. These flaws can be particularly expensive; a newly offered
service cannot be removed without loss of reputation or revenue. Some flaws have remained
unpatched for years.

In principle, such testing could be accomplished by long sequences of random input, but the
sophistication of today's protocols would require too long a period of time. The technique used
for this type of testing is referred to as intelligent 'fuzzing.'

Intelligent fuzzing understands a protocol's state machine and the fields in the protocol that
represent options. The fuzzing test machine uses this understanding to exercise a protocol's
state machine, taking it through all normal legal transitions while trying illegal inputs along the
way. In addition, all plausible options are attempted along the way. During testing, fuzzing
checks for proper protocol behavior by monitoring the network connection.

Line-Rate Blended Applications Mix Traffic

Not only must security devices fend off attacks, but they must pass non-malicious traffic at the
same time. To ensure this, it is necessary to test for defense against attacks with a background
of real-world blended application mixes that replicates your network traffic profile. That is, a mix
of social networking, P2P, media, data, and other services that constitute normal traffic should
be applied to the DUT such that the sum of the malicious and normal traffic is the maximum for
the device's interfaces.
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The quality of experience for each of the normal services must be measured to ensure that the
end users' satisfaction will not be sacrificed. For example, voice over IP requires very little
bandwidth, but latency and jitter impairments are immediately heard by the human ear.

Encrypted Traffic

As enterprises move to connect their multiple sites and mobile and remote users together into a
corporate VPN, SSL data encryption is becoming increasingly important. Data encryption
ensures both privacy and authentication of the sending party using certificates or other
techniques.

The process of establishing an encrypted link, and then subsequent encryption and decryption
can be a significant load for a security device. It is essential that a realistic mix of encrypted
traffic be mixed with clear text traffic during performance testing. This enables data center
operators to understand the impact of SSL on their networks and find the right balance between
security and end-user quality of experience. This is time-critical as traffic is moving toward total
encryption, with the adoption of HTTP/2, 2/4k keys, and ECC ciphers.

Virtualization

Today’s networks need to adapt quickly, and facilitate change. Strategies like network functions
virtualization (NFV) and software defined networking (SDN) provide powerful flexibility gains by
moving traditional application and security functions—like application delivery, load balancing,
deep packet inspection (DPI), firewall, intrusion prevention system (IPS), and sandbox
components—off dedicated hardware onto virtualized servers. Virtualized tools need to deliver
the same or better performance and similar security efficacy than the traditional hardware
appliances. Without a way to properly test these virtualized application and security devices,
customer quality of experience (QoE) is at risk.
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Ixia’s BreakingPoint® application and security test solution enables users to validate the
performance, stability, and accuracy of application-aware network security devices and the
overall security posture of an organization’s network. This Network Security test methodology
Black Book details how BreakingPoint can be used to solve network security testing challenges.

BreakingPoint’s unique design recreates every aspect of a realistic network, including scale and
content creation—good, bad, and ugly network traffic simultaneously. Good refers to real-world
legitimate application traffic with complete content flexibility. Bad traffic refers to the malicious
traffic such as DDoS, exploits and malware. Finally, ugly refers to malformed traffic generated
using fuzzing techniques. Combining all these with full control of the load capacity and detailed
per-simulated host reporting makes BreakingPoint the ideal simple-to-use and repeatable
testing ecosystem for modern network security testing.

BreakingPoint enables users to:

¢ Maximize security investments with onsite, network-specific, proof-of-concept (PoC)
validation

e Optimize NGFW, IPS, and other security devices

e Ensure the always-on user experience in the midst of complexity and exploding traffic
volume

Ixia BreakingPoint Virtual Edition (VE) delivers the same unique capabilities and workflow to
validate network security and application performance of virtual infrastructure. The same
methodologies can be extended to validate the scale, performance, and security effectiveness
of your cloud and virtual network functions (VNF) without compromising security.
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Vulnerabilities represent flaws in a product that may allow malicious users to take control over
the victim's computer, compromise data on it, allow remote execution of malicious code, or gain
unauthorized access level.

The test methodologies covered by this section are trying to address the effectiveness,
accuracy, and performance impact of devices that can protect the network against known,
published vulnerabilities. Such devices include IPS/IDS systems, UTMS, and NGFW.

The key metrics that needs to be addressed while testing security devices include the following:
o Security effectiveness

e Resistance to evasion

e Detection accuracy

e Performance

Security Effectiveness

Security effectiveness refers to the ability of a network security device to detect and prevent
threats. As detailed in the introductory section of the book, threats can consist in known
vulnerabilities, unknown vulnerabilities, DoS and DDoS attacks, and malware.

Effectiveness measurements shall target the following:
o Effectiveness based on the security policy

o Effectiveness by attack vector

o Effectiveness by vulnerability’s published date

o Effectiveness by attack source

o Effectiveness based on threat type
Effectiveness Based on Security Policy

Network security devices can be tuned to achieve maximum security protection, but usually, the
elevated security comes at a cost by impacting the performance. To achieve the best balance
between the security risk and the cost of security solution, measurements shall be conducted
against different security policies. Many of today's security devices include a default security
policy. Those should not be taken for granted, as the effectiveness of a default policy may be
significantly different among products. Some vendors tuned their default policies to achieve the
highest performance while reducing the protection level, while others provided highest
protection with the cost in performance. Additionally, each deployment environment may require
custom policies. Therefore, understanding the associated cost for a given security policy is
important.
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Effectiveness by Attack Vector

The largest number of known vulnerabilities target software that is used by a large number of
users. Popular vendors like Microsoft, Adobe, Apple, and their applications are the main targets
because they own large market share.

Assessing the effectiveness of the device should be determined in relation with the attack vector
that exploits vulnerabilities specific to the environment where the IPS/IDS/UTM device is
deployed.

The attack vector can be a set of vulnerabilities related to a vendor (for example, Microsoft,
Apple, Adobe), or specific to an application (for example, Microsoft Internet Explorer, Mozilla
Firefox).

Effectiveness by Vulnerability's Published Date

New vulnerabilities are disclosed daily, while software vendors address many of them in new
versions of their software. Regardless of the availability of a patch, vulnerable software
continues to be used. The older attacks can still be effective if they are targeting the right
vulnerable software. Therefore, they continue to be relevant and protection against them shall
be considered.

Effectiveness by Attack Source (Target Initiated vs. Attacker Initiated)
Attacks can be classified as target initiated or attacker initiated based on the source of the attack.

Attacker initiated attacks usually start by scanning the network perimeter of the victim,
understanding the open ports and applications and operating systems used. After vulnerable
software is found, the attacker executes the attack against the application and operating
system. By exploiting the vulnerability, the attacker can execute the code remotely on the
victim's computer. The attacker can also get root access, thereby gaining full control over the
victim's computer. In this type of attack, the attacker controls when the attack is initiated.

The target initiated attacks are targeting client-based vulnerabilities. As an example, such an
attack can be launched by a user who visits links that may exploit vulnerabilities in the browser,
or open documents that are specially crafted to exploit vulnerabilities of application opening the
document. This type of attacks relies on the victim's computer to initiate the attack. The time
when the attack is initiated cannot be controlled by the attacker.

Effectiveness by Threat Type

There are many types of cyberattacks. No one single solution is effective against all types of
attacks. A resilient network is expected to protect against many attacks types, including:

e Spear phishing

e Botnets

e DDoS

e Web application attacks, cross-site scripting, SQL

e Malwares
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Resistance to Evasion

Not only do inline security devices detect network attacks in real-time, but they also have to
normalize both network traffic and the content transmitted across. Many attacks can be
obfuscated by taking advantage of protocol and application features and even undefined
behavior. These techniques are collectively referred to as evasions or obfuscations. Many
times, they can be layered on top of each other, making it very difficult to detect an attack.
Failing to detect when one of those evasion techniques is being used gives attackers the
opportunity to use multiple attack vectors leveraging the same evasion technique. Evasion
techniques play a critical role in understanding the security risks present in your network and
they should be a mandatory part of evaluations of inline network devices.

Some evasion technique examples are listed below:
Network- and Transport-Level Evasions

The TCP/IP stack has features that make stream reassembly particularly difficult. On the IP
layer, packets can be fragmented and overlap across byte boundaries, be sent repeatedly and
out of order. Similarly, on the TCP layer, segments can also be sent in small sizes, out of order,
and repeatedly. TCP control flow flags (e.g., SYN/JACK/URG/FIN/RST) can be manipulated to
confuse state machines.

Presentation- and Session-Layer Evasions

Many protocols have extensions and features that create a larger surface to hide and evade
detection. Some simple examples are present in HTTP. Differing compression methods,
characters and URL encoding, and mixed-case headers can all evade poorly written regular
expressions. But HTTP is not the only protocol that enables these types of evasions. Some
popular ones include SMTP, FTP, POP, and SIP. Another example, Remote Procedure Call
(RPC) provides several features that can be used by attackers as an evasion technique:
fragmentation support for application layer, several ways to represent the same data, option to
create multiple bindings with a single request, and context alteration.

A common category gaining increased adoption is cryptographic protocols like SSL/TLS, which
can make real-time analysis and detection challenging, if not impossible.

Application-Layer Evasions

Application-level evasions reside within the content delivered to users. Frequent examples
include obfuscating malicious content within documents such as RTFs, PDFs, and Microsoft
Office documents. Multiple obfuscating methods are deployed for scripting languages like
Microsoft macros, powershell, and javascript. Document compression and packaging tools,
such as LZMA, gzip, and tar are used with frequent success.

Some of these techniques require that more-advanced tooling be put in place to detect the
malicious content, such as application proxies, sandboxes, inline A/V engines, and cloud-based
threat feeds.



Test Methodologies for Known Vulnerabilities and Malware

Detection Accuracy

Network security devices such as NGFW, IPS/IDSs and UTMs are placed inline to block internal
and external attacks. To distinguish legitimate traffic from malicious traffic, such devices include
complex techniques for traffic analysis and detection, which may include deep packet
inspection, statistical and behavioral analysis, fingerprinting, signature dictionaries, regular
expressions, and partial document matching. By filtering all the incoming and outgoing network
traffic, valid connections may end up being blocked by the device, causing a denial of service.
Therefore, the strength of the detection engine directly correlates with the detection accuracy.

Testing for accuracy is critical in ensuring that a solution has no false positives or false
negatives.

Performance Impact

One of the most common effects when additional devices are placed inline is the increased
latency. End to end latencies exceeding 150 ms will start affecting the quality of VolIP calls.
Excessive network latency can also cause applications to spend a large amount of time waiting
for responses from its remote peer, resulting in lower bandwidth usage. Different security
policies impact differently the performance. Another variable is introduced by the type of traffic.
Parsing SIP traffic compared with HTTP traffic may result in a larger processing effort, therefore
impacting the performance differently. Lastly, the presence of malicious traffic results in
additional processing operations that the device needs to take care of, potentially impacting the
performance.

Benchmarking network security devices should start with baseline tests to assess the raw
forwarding performance of the device. In those tests, all the security services must be disabled
and the device must act as a simple forwarding element.

Test cases must cover raw performance for UDP and TCP protocols
e UDP - RFC 2544 Throughput Measurements

e TCP - Maximum Concurrent Connections

e TCP - Maximum Connections Rate

e TCP - Maximum Throughput

In the second step, the same test cases are repeated, but this time the security policies are
enabled on the device. For each security benchmarking, the test cases must be repeated.

Because NGFW, IPS/IDS and UTM devices relies on deep packet inspection, the following set
of DPI test cases should be covered:

e Max DPI Capacity and Performance with HTTP
¢ Maximum DPI Capacity and Performance with real world application mix

The application mix should match as close as possible the traffic mix seen in the deployment
network. The traffic characteristics are different and the DUT's performance can be impacted
differently. Profiles covering traffic patterns inspected by the IPS/IDS/UTM devices deployed by
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universities, enterprises, data centers, service providers, financial, and government
organizations are good examples.

After the baseline performance numbers are established, the tests must be repeated in the
presence of malicious traffic. An assessment of the security effectiveness must be conducted
while generating traffic at different capacities. Recommended values include 25 percent, 50
percent, 75 percent, 90 percent, and 99 percent of the capacity determined by using the
baseline test cases.






Test Methodologies for Known Vulnerabilities and Malware

Overview

Network-based Intrusion Prevention Systems (IPS) are playing an essential role in any
enterprise and datacenter security solutions. This test determines the security effectiveness of
a network-based Intrusion Prevention System against published vulnerabilities targeting both
client and server applications. Breaking Point System includes various strikes that can be used
to replicate the communication between the attackers and vulnerable targets. Further, Ixia’'s
Application and Threat Intelligence (ATI) program releases new exploits and malware every two
weeks to keep customer’s up to date with the latest attacks.

To baseline the security effectiveness, we recommend that you send the attacks sequentially, at
lower rates without any additional traffic. While the presence of additional benign traffic may
impact the security effectiveness, we recommend that this type of test be executed upon
identifying the list of attacks that are successfully blocked by the IPS, and use attacks that have
been previously detected and blocked to assess any impact that legitimate application traffic
may add.

Objective

This test measures the security effectiveness of network-based IPS against attacks targeting
published vulnerabilities on client and server applications. This test uses the predefined “critical
strikes” in BreakingPoint as an example (Strikes that exploit vulnerabilities with a CVSS score of
10.0), but you can run the test using user-defined lists (custom list of attacks).

Setup

The setup requires at least two test ports — one acting as an initiator and the other as a
responder.
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BreakingPoint Emulated

trusted network untrusted network

Figure 14.  Test Setup

Configure the policy of the device to allow both inbound and outbound communication for any
traffic/protocol on any port (allow ANY to ANY). Configure the IPS to provide the maximum
protection against exploits targeting published vulnerabilities.

Step-by-Step Instructions

1. Use a web browser connected to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

€ C' | B baps//10.219.132,60/sessions

El
o

IXIa wes Apes

BREAKINGPOINT

BREAKINGPOINT

Powered by Application and Threat Intelligence, BreakingPoint devices enable companies
to maintain resilient IT infrastructures against escalating threats. Only BreakingPoint
security and perfarmance testing products stress and optimize end-ta-end IT
infrastructures by creating real user actions with a blend of application and attack traffic
including malware, mobile malware, DDos, and more

For slow connections, please use the Preloader page

2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:
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a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER g MANAGERS

The Admin

> Create a Test Break| I'Ig

Find it before they do.”

Support 1(818)595.2509
support@ixiacom.com

b. In the new screen select the physical ports that are to be used in the test:

Device Status

10.205.23.29

Ixia o ixia Ixia o ixia ixia
slot 5- 106G

PS4OGEING
®iases

Actve Group:

In this example, we will use ports 2 and 3 from the blade located in slot number 5.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
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resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.

c. Once the proper test ports have been selected click on the back arrow to return to the
initial screen:

Device Status

3. Next, select Test -> New Test option from the upper menu bar to start with configuring the
test:

CONTROL CEMNTER TEST MAMNAGERS
Mew Test
Open Test
Import Test

Open Recent Tests

£33 CrEﬂtE a T Run Recent
Quick Test

4. Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:
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a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER MAMNAGERS

Device Status

Administration

Device Under Test

Mew Neighborhood
OPEN MEm b wwu
Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session

b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

COMTROL CEMNTER MANARERE

Network Neighborhood
What type of device are you testing?

Router

SWITCH
This netwark simulates groups of hasts,
each in a distinet subnet. In order to
commuricate with each ather, the hosts

ROUTER must ga through 2 router. Use when a

e’ rauter is the targeted device under test.
CORE ROUTER BRI
Network Description:
NAT / PROXY
A fined address range of hosts sits behind
each logical interfacs.
IPS
IPSEC
LTE EPC
LTE MME
3G PACKET CORE
SERVER
CUSTOM

For this test, we will use ROUTER as DUT type.
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c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

F h
Create New Network Nelghborhood
Mew Metwork Neighborhood Name:
| network
[] Overwrite existing Network
o
h 4

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. OnelPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. This element is not required for IPS devices that are Pass-Through. It

is only need for devices that are terminating the TCP Connection (e.g. Server Load
Balancers).

iii. Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the

BreakingPoint emulated hosts. The Static Hosts represents the BreakingPoint
emulated attackers and target hosts.

m Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS

[ v INTERFACE: (2) | Untaggzed Virtual Interface

Number MAC Address Duplicate MAC Address VLAN Key

Interface 1 02:1A:C5:01:00:00 Outer VLAN | ~ |
Interface 2 02:1A:C5:02:00:00 Outer WLAN | + |

% = IPV4 EXTERMAL HOSTS: (1) | External hosts used as a test target

% = IPV4 STATIC HOSTS: (2) | Simulated IPv4 endpoints
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iv. For this test, under IPv4 static hosts we will use the following:

= Change the first entry (with ID as Static Hosts i1_default) to have a tag of
“Trusted”, Base IP Address as 12.1.1.2, Count of 100 and Gateway IP address

as 12.1.1.1.

» Change the second entry (with ID as Static Hosts i2_default) to have a tag of
“Untrusted”, Base IP Address as 13.1.1.2, Count of 100 and Gateway IP address

as 13.1.1.1.
% v IPV4 STATIC HOSTS: (20) | Simulated IPv4 endpoints
DEL | ID Container Tags Base IP Address Gateway IP Address N
* | Static Hosts i1_default Interface 1 = || Trusted 121.1.2 100 121.1.1 1
% | Static Hosts i2_default (Interface 2 [~ ]| untrustea 13.1.1.2 100 131.1.1 1t
% | Static Hosts 3_default (Interface 3 |~ || i3_default 3002 753 3001 »
% | Static Hosts i4 default [Interface 4 | = ia_defaure 4002 253 4001 »

e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

Close

f. Click on the back arrow to return to the main test screen:

UDP Flood and TCP SYN Flood

| Untagged Virtual |
MTU MAC Address

02:14:C5:01:00:00
02 1A:C5:02:00:00

Interface 1
Interface 2

x = IPV4 EXTERNAL HOSTS: (1) | External hosts us
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g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse Network

revori 9,

networkl

Close

After configuring the MAC and IP layer parameters the actual traffic component needs to be
created.

The Test Component is the entity that controls the traffic patterns. For this example, we will use
the Security test component to emulate the actual attacks.

5. Click on the ADD NEW button from the Test Components section. Choose Security from
the selection list and click on Select button:

Add a Security

g Application Simulator
Bit Blaster

Client Simulation
attacker as well as the

Recreate responses from the host
being attacked.

Routing Robot

Security

Security NP
Session Sender

Stack Scrambler (Fuzzer)
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6. Rename the component from Security 1 to something more meaningful if required and click
Create button:

Add a Security

Critical Striked

H Use Template

Back Cancel Create

A new entry (i.e. Critical Strikes) will be created under Security Test Component.

7. Click on the newly created component to edit its parameters:

[ Test Components @, J‘lADDNEW -|-|

Routing Robo
& Security
Critical Strikes b

8. In the next steps, we will configure the Security test component:
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a. A meaningful description can be added in the Description box for easy reference of

what this particular component is configured for:

Security Information

Component Name

[+ Include in Report

State

| Critical 5trikes

| | Active -

Description

Generates exploits to test blocking capabilities of IPS Engine

b. Inthe Component Tags section make sure to assign the proper interface tags. For the
Client Tags, assign the tag corresponding to the IPv4 Static Host Network Neighborhood

element emulating the Trusted side.

For the Server Tags, assign the tag corresponding to the IPv4 Static Host Network

Neighborhood element emulating the Untrusted side:

Enmpunem:Tags
Filtar By Tz Nems Client Tags
4 Trusted
ext_default
Trusted [>]
Untrusted

Server Tags

Untrusted

What's This?

Find us at www.keysight.com
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c. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose:

Parameters Save As Template [ Load a Template ]
Concurrent Strikes Default -
Maximum Attacks per S5econd 0
Maximum Packets per 5econd 0

Attack Retries 0

Random Seed 0
Delay Start o oo o

g U g

Hour Minute Second

Strike List Strike Level 1

Strike List Iterations 1

Strike List Iteration Delay

Evasion Profile Default evasion settings

(=]

d

i. Maximum Attacks Per Second: Configure the maximum attacks per second that
you want to generate. For this test, set it to 10.

i. Maximum Packets Per Second: If you want to control the rate based on packets /
sec instead of attacks / sec, configure it here. A value of 0 indicates it is not set. For
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this test, we will use attacks / sec instead of packets / sec so leave it at default value
of 0.

Attack Retries: The number of times a particular action within a strike will be retried
before considered blocked by the device. We'll use 3 for this test.

Random Seed: This controls “how” random data will be generated by the Strikes.
Leave this at default value of 0 indicating that the seed will itself be randomly
generated.

Delay Start: If there needs to be a delay before the attacks are generated, configure
the value here. Leave it at default value of 0.

Strike List: The strike list defines the list of attacks the test will generate. For this
test, we will use the critical strikes (Strikes that exploit vulnerabilities with a CVSS
score of 10.0). To do this, first select the Browse button.

Strike List Strike Lewvel 1 q Browse
Following that, search for “critical strikes” and select the first result (Critical Strikes).
" Browse Strike Lists ;;1
—

Eeimeey iz

ritical Strikes - Strikes for vulnerabilities with CWS5S scores of 10.0

Strikes that exploit vulnerabilities with a C\VSS score of 10.0
- [ast Edited:

Important Strikes - Strikes for vulnerabilities with CWSS scores of 7.0 or greater

Strikes that exploit vulnerabilities with a C\WS5S score of 7.0 or greater. Includes Critic al Strikes
Author:  Last Edited:

Strike Level 1 - 2010 (Critical Strikes for 2010). Strikes published in 2010 for vulnerabilities
Strike Level 1 - 2010 (Critic 2l Strikes for 2010). Strikes published in 2010 for vulnerabilities w ith CV35

scores of 10.0
Author:  Last Edited:

Strike Level 1 - 2011 (Critical Strikes for 2011). Strikes published in 2011 for vulnerabilities
Strike Level 1 - 2011 (Critical Strikes for 2011). Strikes published in 2011 for vulnerabilities with CvV5S

scores of 10.0
Author:  Last Edited:

Strike Level 1 - 2012 (Critical Strikes for 2012). Strikes published in 2012 for vulnerabilities

Strike Level 1 - 2012 (Critic 2l Strikes for 2012). Strikes published in 2012 for vulnerabilities w ith CV35
scores of 10.0
Author:  Last Edited:

[ - |



Test Methodologies for Known Vulnerabilities and Malware

vii.  Strike List Iterations: This parameter controls how many iterations of the strike list

the test should do. For this test, leave this at Default value of 1.

viii.  Strike List Iteration Delay: This parameter configures the delay between iterations.

ix.  Evasion Profile: This configures the different evasion techniques to apply on the
exploit traffic. For this test, we will not configure any evasion profile and leave it at

Default.

d. Click on the Return to Component Setting button to go back to the Test Component

configuration screen:

Create New / Browse Return to Component Settings

e. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

9. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:

Device Under Test

BreakingPoint Default

Test Status Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

10. Select Save and Run from the lower right corner:
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Save and Run

11. If the test has not previously been saved, enter a name for the test and click Save

Save As ®

Critical Strikes| |

Run the test and while the test is running continue to monitor the DUT with respect to the
exploits that are being detected. See the Results Analysis section for important statistics and
diagnostics information.

Results Analysis

This section covers the key statistics and events that BreakingPoint provides for this type of
test.

Real-Time Stats

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The Attacks tab shows how many attacks will be run and how many of those have been
completed thus far. At the bottom of this page are more detailed cumulative statistics, the most
relevant being:

o Blocked: Of those attacks completed, how many have been blocked by the device
o Allowed: Of those attacks completed, how many have been allowed by the device

Also, some of the strikes can be Skipped which means that some of the attacks configured in
the strike list are deprecated and therefore they will be skipped. Users that prefer to run them
can create an evasion profile that will have Allow Deprecated option set. Skipped also will occur
when there is an IPv6 network neighborhood configured to run a Strike that requires IPv4, and
vice versa.
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Real Time Statistics

25%

Summary Interface CP & SEC Applicatian Client GTP
Completed 689 out of 696 strikes
Security Attacks Stack Scrambler

e e e e e e )
86 zacs 94 secs 101 109 117 124 86 secs 94 secs 101 109 117

secs secs zecs zecs secs secs secs

aTotal Blocked  m Total Allowed Total Errarad = Pings Sent  ® Pings
s Total Skipped Recsived

Cumulative Attacks Pings

Blocked: [ll © Sent: [l NA
Allowed: [l] 689 Received: ] NA
Errored: 0

Skipped: | 1

There have been no exceptions.

-
;

The test will stop once all the strikes have been completed.

Report

A detailed report can be generated selecting the graph button from the lower left corner of the
Real Time Statistics window. This will open the results in a new browser window.

Once a test report is generated, click on the table of contents from the left pane
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Navigate to Section 7.6 (Test Results for Critical Strikes -> Strike Results) to view the strike
Results that shows the percentage of strikes that were allowed and blocked.

7.6 Strike Results

ol

@ 350
k]
=
i 300
250
200
150
100
50
0.
Total Strikes Total Strikes allowed Tatal Strikes blocked Total Strikes skipped Tatal Strikes F alse Tatal Strikes errored
Positive blocked
L Value (srkes)
[Total Strikes
[Total Strikes allowed 11 48.746%
[Total Stikes blocked E S1067%
[Total Strikes skipped 1 o.0s7%
[Total Stri<es False Positive blocked 1
[Total Strikes errored 1o

Section 7.7.1 in the below report (Strike Category Assessment) has the distribution of allowed
and blocked by category
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7.7.1 Strike Category Assessment

Strike Category Strikes Blocked Strikes Passed Strikes Errored Strikes Skipped Sl e i

Blocked

Strikes

Denial of Service: SNMP

Exploits: ATSP

Exploits: SOCKS

Exploits: S5L

Exploits: Apache

Exploits: VNG

Exploits: NNTP

Exploits: RADIUS

Exploits: ICMP

Exploits: WINS

Exploits: Miscellaneous

eneric: [XIA

Exploits: Web Application PHF Include

REER
[

Exploits: Browser

Exploits: Webserver

Exploits: Telnet

Exploits: Web Application Command Execution

Exploits: SCADA

Denial of Service: Miscellaneous

Exploits: Clientside

Exploits: Clientside Microsoft Office

Exploits: Web Application Malformed Reguest Headers

Exploits: Backup Appliance |2 7

Exploits: SMB 1

Exploits: Web Application Directory Traversal I

Denial of Service: Browser

Exploits: PHF

Exploits: Oracle

Exploits: Web Application File Upload

Exploits: Browser FTP

Exploits: Microsoft IS

Exploits: SunAPC

Exploits: SMTP

Exploits: LPD

Exploits: POP3

Exploits: DCERPC 1

Backdoors: All

Exploits: Unix 'r' Service

Exploits: S5H

Exploits: IDS

Exploits: Clientside Microsoft

Exploits: Web Application Infermation Disclosure

To understand better which strikes were allowed, click on section 7.7.3 (Allowed Strike List),
which will provide details of the category and the strike that was allowed by the IPS device.
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7.7.3 Allowed Strike List

Strike Category Strike Name
|37.98656 Exploits: Miscellaneous HP OpenView Network Node Manager parameter overflow
4. 5 [Exploits: Backup A ‘eritas Netbackup bpjava-msvc Format String Attack (08
1. eneric: [XIA astle Rock Computing SNMPc Network Manager Community String Stack Buffer Overflow attack
4 Exploits: Telnet Solaris in.telnetd TTYPROMPT Buffer Overflow {uucp

Exploits: Web Application PHP Include Headline Portal Engine page.dmoz.show.php3 HPEinc Parameter PHP File Include Variant 2
reoTech DAQFactory Stack Buffer Overflow

Sendmail headers.c Address Field Overflow

Application PHP Include Headline Portal Engine news.xmiphp.php3 HPEInc Parameter PHP File Include Variant 3
Exploits: SCADA 8 Smart Software Solutions CoDeSys Gateway Server Filename Directory Traversal

Exploits: Miscellaneous HP OpenView nnmRptConfig.exe schd select! memory corruption

34999609 Denial of Service: Browser

35084652 Exploits: Browser

60781002 eneric: IX1A
.91965055 Exploits: Browser

J228878 Exploits: Web Application Cookia

5.06971071 Exploits: SMB Microsoft Server Service NetpwPathCanonicalize Overflow {Generic]

6.27733468 Exploits: Web Application Directory Traversal Rocket Servergraph Admin Center fileReguest Arbitrary File Creation

f.90234184 Exploits: Web Application Maliormed Regquest Headers HP OpenView Network Node Manager ovalarm.exe CGI Buffer Overflow

6.57220087 Exploits: Miscellaneous Fujitsu Systemcast Wizard PXE buffer overflow

7 09237862 Exploits: Miscellaneous [ANem v2.3 Unauthorized Remote Root Access

72126298 Backdoors: All ManageEngine Desktop Central DCPluginServiet addPluginUser Policy Bypass

7. 31677437 Exploits: SCADA RealFlex RealWin SCADA SCPC_INITIALIZE and SCPC_INITIALIZE RF Buffer Overflow
8.07975578 Exploits: Miscellaneous HP Data Protector Backup exec setup Command Execution
B.os2s4433 |Exploits: Telnet Solaris in.telnetd TTYPROMPT Buffer Overflow (random usemame|

[3.31861198  |Exploits: Telnet Solaris in.telnetd TTYPROMPT Buffer Overflow (roof]
51102352 |Exploits: Clientside Microsoft Office Microsoft Powerpoint 2003 Heap Overflow (POP3)
lBogagases |Denial of Service: FTP Microsoft IS 7.5 FTPSVC Telnet IAC DoS

512600708 |Exploits: Miscellaneous DATAC Control RealWin SCADA System Packet Handling Buffer Overflow

19.12893772 Exploits: Miscellaneous |HP Data Protector Backup Command Execution

IX1A ipswitch IMail IMAP STATUS Command Buffer Overflow attack

eneric: [XIA Microsoft WordPad Font Conversion Buffer Overflow attack

Exploits: Miscellaneous ent coda.exe Stack Buffer Overflow

Exploits: Miscellaneous |D-Link DAP-1160 Authentication Bypass

Denial of Service: Miscellaneous lApple OS X QuickDraw GetSrcBits32ARGE Memory Corruption Denlal of Service (POP3

Exploits: Telnet Solaris in.telnetd -fuser Authentication Bypass {root

Exploits: Unix T Service UNLX rlogind Service -froot Authentication B ]

eneric: IXIA |Adobe Acrobat Reader eBook Format String Vulnerabill

attack

[£3.1023503 Exploits: Miscellaneous HP LoadRunner directory disclosure

eneric: [XIA lgA License Software PUTOLF Buffer Overflow attack

[23.8248768 Exploits: Browser Firefox 3.6.16 Object mChannel Use After Free

Exploits: Clientside Adobe Reader/Acrobat ToolButton Object Use-after-free
554723606 |Exploits: Web Application PHP Include Headline Portal Engine news.xmlbi.php3 HPEinc Parameter PHP File Include Variant 1
7asazig4a  |Exploits: Webserver HP Universal CMDB JMX Console Authentication Bypass

Exploits: DCERPC Trend Micro ServerProtect CMON NetTestConnection Overflow

[27.903677
A 4

BRS33 xnlnite: b 1L It CA BriohtStar O Service Overflow

Clicking on any name, will show more details regarding the strike like the CVE number
associated with it

e Strike Name Strike Result | Strike Referanc
VE 2011-0269
1898335 |HP OpenView nnmRptConfig.exe schd select! memory corruption-16 [Allowed BID 45762
VSS-Critical
VE 2009-0270
5972201 [Fuiltsu Systemcast Wizard PXE buffer overflow-43 lAllowed e
V5S-Critical
BID 55485
OSVDB 85345
".0923786 [WANem v2.3 Unauthorized Remate Root Access-44 lallowed http:ifitsecuritysolutions.ora/2012-0-12-WANem-v2.3-multiple-vulners
http:/fwww.exploit-db.com/exploits/21190/
V5S-Critical
VE 2011-0022
1079756 |HP D: b b e
A ata Protector Backup exec setup Command Execution-48 (Allowed OSVDB 81759
VSS-Critical
VE 2008-4322
1126007 |DATAC Control RealWin SCADA System Packet Handling Buffer Overflow-55 lalowed BID 31418
VSS-Critical
VE 2011-0023
).128938 |HP Data Protector Backup Command Execution-53 llowed e s
VSS-Critical
VE 2012-2020
0520383 [HP Operations Agent coda.exe Stack Buffer Overflow-50 lllowed e 74
V5S-Critical
VE 2013-2333
BID 60309
OSVDB 93867
VSS-Critical
OSVDB 66164
18.561476 |D-Link DAP-1160 Authentication Bypass-64 [Allowed http:/fwww.icysilence.orgiwp-content/uploads/iS-2010-005 D-Link DA/
V5S-Critical
VE 2013-2327
BID 60302
OSVDB 93861
VSS-Critical
VE 2014-3936
BID 67651
11920815 |D-Link HNAP HTTP POST Content Stack Buffer Overflow-5 Blocked - client |DSVDEB 107049
hittp: [fwww. de s0.com/2014/05/hacking-the-d-link-dsp-w215-smart-p
VSS-Critical
VE 2010-1550
VSS-Critical
VE 2013-4798
1310239 [HP LoadRunner directory disclosure-74 Wilowed e 2

VSS-Critical

16.99458 |HP Data Protector Cell Request Service Opcode 211 Buffer Overflow-2 Blocked - client

047425 |HP Data Protector Cell Request Service Opcode 264 Buffer Overflow-29 Blocked - client

12383524 |HP OpenView Node memory C ] Blocked - client
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All these statistics should be compared with the logs from the IPS device to make sure that the
blocked strikes were properly identified and classified and no other traffic drops of other nature
(other than properly identifying the strikes as exploits) caused the strike to get blocked.

Additionally, using all this information the IPS configuration can be re-visited to understand why
the allowed strikes were permitted to pass through even though they were critical.

Test Variables

Use the following test configuration parameters to repeat the test.

PARAMETER NAME CURRENT VALUE ADDITIONAL OPTIONS

IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected
Mobility stacks, etc.

Concurrent Strikes Default 100
Strike List Critical Strikes User Defined
Benign Traffic None Add benign traffic using AppSim test

component to stress the IPS. The
traffic should be a mix that matches
the end customer deployment
production network. The objective of
such a new test should be to find the
maximum performance of the device
with same level of detection
accuracy reached in the initial test.

Evasion Techniques Disabled IP Fragmentation, Application
Evasion Profiles, etc. Run test with
attacks that have been previously
blocked/detected by the IPS to
validate its resilience to such
evasions.

Conclusions

This configuration covered the main parameters of the security component in BreakingPoint
using a practical example allowing the user to baseline the security effectiveness of an Intrusion
Prevention System.
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Test Case: Measuring Security Effectiveness of Intrusion
Prevention Engine with Evasions

Objective

This test is a variant of the previous test where the same exploits are sent with evasion enabled.
Evasion techniques can be used to bypass traditional IPS prevention mechanisms used to block
the exploits. In this test, we will use the TCP Split Handshake evasion. The TCP Split
Handshake evasion technique is designed to confuse state machines, allowing vulnerability
exploits or similar threats to bypass detection from network-based security devices. The
evasion technique works by modifying the standard TCP 3-way handshake in a way that can
confuse a decoder state machine. The connection starts with the SYN from client to server. The
server then sends two packets, one with a SYN bit set, the other with an ACK bit set. The client
will then respond with a SYN/ACK packet instead of the server. Typically, IPSs will look at the
SYN and ACK bits to determine the direction of the session and apply the security policies
accordingly (for example client to server exploits will be checked for in the direction of client to
server, not vice versa), but the split handshake can confuse the IPS and thus have it lose
session state and let the traffic flow, thus enforcing an incorrect security control. Thus, exploits
that were blocked by the IPS before will be allowed to go through.

Step-by-Step Instructions

1. Open the test configured in the previous test case by choosing Test -> Open Test from the
upper menu bar:

. COMTROL CEMTER =t MAMAGERS

Yelcome danielm

Impork Test

Cpen Recent Test
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2. In the new window enter the name under which the previous test was saved and click on the

Search button:

Browrse Tests

Select Test

Critical Strikes
-

Test Type: &l -

Ma Tesk Type Interfac Author
Critical Strikes 2 danielm
- MUlEF cl 2 admin

Security Critical Strikes 2

[ od)

Advanced [v|

Displaying 3 of 3 |

Lask Run By Pass/Fail Bandwidth (Mbps] Created Last Changed

danielm failed 10 Mon©Qct052.. MonOQct052..

danielm Failed 10 TueSep222.. WedSep232..
10 MA A T

3. Select on the corresponding test name and once the test configuration loads, click on the

security component to open its settings.

4. Click on the Browse button for the evasion profile

Parameters

Concurrent 5trikes

Maximum Attacks per Second
Maximum Packets per 5econd
Attack Retries

Random Seed

Delay Start

Strike List
Strike List Iterations
Strike List Iteration Delay

Evasion Profile

Save As Template [

Load a Template ]

Default -

=)

L

L)

e e )
L L s

Hour Minufe Second

Critical 5trikes Browse

1

i
u

i | Default evasion settngs m
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5. Search for Split handshake and select the evasion profile

r Browse Evaslon Profiles

|5plithand5hake|

1 Resultz

P - Split Handshake

evasion settings
Author:  Last Edited:

6. To see the actual settings of a particular evasion profile, click on the Edit button once the

relevant evasion profile has been selected:

Help

) T (e

Parameters
Filter By Parameter Name

Concurrent Strikes

Maximum Attacks per Second

Maximum Packets per Second

Attack Retries

Random Seed

Delay Start

Strike List
Strike List Iterations
Strike List Iteration Delay

Evasion Profile

Save As Template (

Load a Template

Default

T ‘

10

0

3

0

o0 00 00
Hour Minute Second

& | Critical Strikes

(oo ]

1

0

_.',.--"
@ | -split Handshake (| Edit |

WSE
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7. A new window with all the security options for that particular evasion profile will be
displayed:

Security Options x
¥ (&5 Global !
AllowDeprecated [[] Allow Override
FalsePositives [ allow override
CachePoisoning Disabler [[] Allow override
MaxTimeautPerSstrike [] Allow Override
BehaviorOnTimeout Skipped [] Allow Override
¥ [ Ethernet
MTU [ allow override
viEw
IPEvasionsOnBothSides [] allow Override
ReadWrite\Windowsize £5535 [ allow override
TTL 255 [] allow override

Cancel Save As E

Various security options and parameters can be configured to create custom evasion profiles.

8. Click on Cancel button to return to the security component settings window:

Cancel

9. Click on the Return to Test Workspace button to return to the main test screen:

Return to Test Workspace

10. Click on Save and Run as before to run the test
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Results Analysis

The real time and report results for this test are similar to the previous test, so refer to the
results section of the previous test for the details. The important observation to make here is
whether the number of allowed strikes remain the same or increases when evasion is enabled.
If the total number of allowed strikes increases, it means that the IPS is not effective against
protection when this evasion is enabled. Further, by looking at section 7.7.3 of the report
(allowed strikes section) and comparing to the previous test that was run without evasions, the
strikes that were blocked before but were allowed when evasion was enabled can be identified.

Test Variables

This test used an evasion technique at the TCP layer. BreakingPoint supports multiple different
evasion techniques, and more than one can be applied simultaneously to create more
sophisticated evasions.
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Test Case: Measuring the Security Effectiveness of Anti-
Virus Engine

Overview

Network based Anti-Virus (AV) or Anti-Malware systems play an essential role in any enterprise
security solutions. These systems scan incoming traffic for known malware signatures and
actively block them preventing them from infecting end user machines inside the enterprise.
This test determines the security effectiveness of a network-based antivirus against various
types of malware. Breaking Point System includes various strikes that are known malware.
Further, Ixia's Application and Threat Intelligence (ATI) program releases new malware samples
every month to keep customers up to date with the latest malware.

Objective

This test measures the security effectiveness of network-based anti-malware in blocking various
malware strikes. This test uses the predefined “canned malware” in BreakingPoint as an
example.

Setup

The setup requires at least two test ports — one acting as an initiator and the other as a
responder.

=]
12.1.1.2-101/16 13.1.12-101/16 E D I ?
&
- 12.1.1.1/16 U 13.1.1.1/16 é Jv\
[=—] —— S B
I (O =S =
), il <
DUT
@ NGFW @
BreakingPoint Emulated BreakingPoint Emulated
trusted network untrusted network

Figure 15. Test Setup

Configure the policy of the device to allow both inbound and outbound communication for any
traffic/protocol on any port (allow ANY to ANY). Enable the antivirus engine to provide the
maximum protection against various types of malware.
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Step-by-Step Instructions

1. Use a web browser connected to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

w
=
mn

€ - € fxbupt//10.219.13260/ses510ns

IXIQ wes APPs

*

BREAKINGPOINT

BREAKINGPOINT

Powered by Application and Threat Intelligence, BreakingPoint devices enable companies
to maintain resilient IT infrastructures against escalating threats. Only BreakingPoint
security and performance testing praducts stress and optimize end-ta-end IT
infrastructures by creating real user actions with a blend of application and attack traffic
including malware, monile malware, DDoS, and more

For slow cannections, please use the Preloader page

2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER S MANAGERS

£’ Create a Test Breaking r

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com
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b. Inthe new screen select the physical ports that are to be used in the test:

Device Status

10.205.23.29

ixia o ixia ixia o ixia ixia ixia
Slot 5- 10G Slot 12

1] g

PSAGEING
DB56E1

In this example, we will use ports 2 and 3 from the blade located in slot number 5.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.
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Once the proper test ports have been selected click on the back arrow to return to the initial
screen:

Device Status

3. Next, select Test -> New Test option from the upper menu bar to start with configuring the
test:

CONTROL CENTER TEST MANAGERS
Mew Test
Open Test
Import Test
Open Recent Tests

Run Recent

Quick Test

4. Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:
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a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER MAMNAGERS

Device Status

Administration

Device Under Test

Mew Meighborhood
OPEN MEm b wwu
Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session

b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

CONTROL CEMTER MANABERS

Network Neighbarhood

What type of device are you testing?
Router
SWITCH
: This natwark simulates graups of hasts,
eachin a distinct subnet. In order ta

” semmuricate with each other, the hosts

ROUTER must go through 2 router. Uss when a

rauter is the targeted device under test

CORE ROUTER Dend oo Linder Tt

Network Description:

MNAT £ FROXY
A fixed address range of hosts sits bahind
each logical intarface.
IS
IPSEC
LTE EPC
LTE MME
3G PACKET CORE
SERVER

CUSTOM

For this test, we will use ROUTER as DUT type.
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Enter an easy-to-recall name for the new Network Neighborhood and click OK:
r b
Create New Network Nelghborhood
Mew Metwork Neighborhood Name:
| network
[] Overwrite existing Network
ok
A |

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

One IPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. This element is not required for NGFW devices configured as Pass-
Through. It is only need for devices that are terminating the TCP Connection (e.g.
Server Load Balancers).

Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated hosts. The Static Hosts represents the BreakingPoint
emulated attackers and target servers.

m Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS

|

b 4

4

v INTERFACE: (2) | Untaggzed Virtual Interface

Number MAC Address Duplicate MAC Address VLAN Key

Interface 1 02:1A:C5:01:00:00 Outer VLAN | ~ |
Interface 2 02:1A:C5:02:00:00 Outer WLAN | + |

» IPV4 EXTERNAL HOSTS: (1) | External hosts used as a test target

» IPV4 STATIC HOSTS: (2) | Simulated IPv4 endpoints
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For this test, under IPv4 Static Hosts we will use the following:

= Change the first entry (with ID as Static Hosts i1_default) to have a tag of
“Trusted”, Base IP Address as 12.1.1.2, Count of 100 and Gateway IP address
as 12.1.1.1

» Change the second entry (with ID as Static Hosts i2_default) to have a tag of
“Untrusted’, Base IP Address as 13.1.1.2, Count of 100 and Gateway IP address

as 13.1.1.1
% v IPV4 STATIC HOSTS: (20) | Simulated IPv4 endpoints
. DEL | ID Container Tags Base IP Address Gateway IP Address
% | Static Hosts i1_default Interface 1 - || Trusted 12.4.1.2 100 12.4.1.1 1
% | Static Hosts i2_default [Interface 2 [~ ]| untrusted 13.1.1.2 100 13.4.1.1 1t
% | Static Hosts i3_default [Interface 3 |~ || i3_defaute 3002 253 3001 b
% | Static Hosts i4 default [Interface 4 [~ ]| ia defautt 4002 253 4001 »

e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

Close

f. Click on the back arrow to return to the main test screen:

UDP Flood and TCP SYN Flood

| Untagged Virtual |
MTU MAC Address

02:14:C5:01:00:00
02 1A:C5:02:00:00

Interface 1
Interface 2

x = IPV4 EXTERNAL HOSTS: (1) | External hosts us
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g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse Network

revori 9,

networkl

Close

After configuring the MAC and IP layer parameters the actual traffic component needs to be
created.

The Test Component is the entity that controls the traffic patterns. For this example, we will use
the Security test component to emulate the actual attacks.

5. Click on the ADD NEW button from the Test Components section. Choose Security NP
from the selection list and click on Select button:

Add a Security NP

.. . This component measures
Application Simulator the device's ability to handle
security threats by sending
Bit Blaster live exploits to the device,
ng that the device
i B . 5 attacks. It
Client Simulation ly simulates the
as well as the
Recreate responses from the host
being attacked.

Routing Robot
Security

Security NP

SEsxion >ender

|
L]
=
n
[ |
[
pre

Stack Scramhbler (Fuzzer)

Cancel
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6. Rename the component from SecurityNP_1 to something more meaningful if required and
click Create button:

Add a Security NP

Malhware Attacks

B Use Template

Back Cancel Create

A new entry (i.e. Malware_Attacks) will be created under Security NP Test Component.

7. Click on the newly created component to edit its parameters:

Test Components @, [« |HJEEN_-|-'|

a Security NP

@;I g Attacks ;

8. In the next steps, we will configure the Security NP test component:
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a. A meaningful description can be added in the Description box for easy reference of

what this particular component is configured for:

Mahware &ttacks

Security NP Information [#] Include in Report
Component MName State
| | Active -

Description

Generates malware to test anti virus engine

b. In the Component Tags section make sure to assign the proper interface tags. For the
Client Tags, assign the tag corresponding to the IPv4 Static Host Network
Neighborhood element emulating the Trusted side. For the Server Tags, assign the tag
corresponding to the IPv4 Static Host Network Neighborhood element emulating the

Untrusted side:

Component Tags

ext_default
Trusted

Untrusted

Server Tags

Untrusted

What's This?
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c. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose.

Parameters Save As Template [ Load a Template ]

v (53 DataRate

Data Rate Unlimitad |:|

Diata Rate Scope Limit Per-Interface Throughput -

Data Rate Unit Frames / Second -

Data Rate Type * | constant -
Minimurm Data Rate |~ 1

Maximum Data Rate

¥ [T Security Configuration

Maximum Simultaneous Attacks 256
Maximum Attacks Per Second 256
Delay Start o0 00 0

U U U

Howr  Minufe Second

Attack Retries 0

Data Rate Section:

i. Data Rate Unlimited: Enabling this option will instruct the engine to send data as
fast as possible. Typically, this is enabled for a very high throughput test. For this
test, leave it at default (unchecked)

ii. Data Rate Scope: This option can take two values: Limit per interface or aggregate
throughput. Leave this at default value.

iii. Data Rate Unit: The data rate limits can be applied either on frames/second or on
Mbps. Leave this at default.

iv.  Data Rate Type: This option defines whether a constant data rate is requested or a
range. If a random or range is selected, the minimum and maximum bounds of the
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data rate are configured by the below two parameters. For this test, leave this as
default.

Minimum Data Rate: This configures the minimum data rate value. If data rate type
is constant, this is the value for the constant data rate.

Maximum Data Rate: This option is enabled only when data rate type is Range or
Random.

Security Configuration Section:

¥ || Security Configuration

Maximum Simultaneous Attacks 256

Maximum Attacks Per Second 256

Delay Start i i nn

LAt L) L

Howr Minufe Second

Attack Retries 0
Random Seed 0

Strike List Canned Malware @
Strike List Iterations 1

Strike List Iteration Delay

=]

Evasion Profile Default evasion settings | Edit ” Browse

Maximum Simultaneous Attacks: This parameter controls how many simultaneous
attacks will be generated.

Maximum Attacks Per Second: This parameter controls the rate of the attack
generation.

Delay Start: If there needs to be a delay before the attacks are generated, configure
the value here. Leave it at default value of 0.

Attack Retries: The number of times a particular action within a strike will be retried
before considered blocked by the device.

Random Seed: This controls how random data will be generated by the Strikes.
Leave this at default value of 0 indicating that the seed will itself be randomly
generated.
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Strike List: The strike list defines the list of attacks the clients will generate. For this
test, we will use the Canned Malware. These are malware strikes that are pre-
installed on the system

Strike List & | Canned Malware || Browsea

Strike List Iterations: This parameter controls how many iterations of the strike list
the test should do. For this test, leave this at Default value of 1.

Strike List Iteration Delay: This parameter configures the delay between iterations.

Evasion Profile: This configures the different evasion techniques to apply on the
malware traffic. For this test, we will not configure any evasion profile and leave it at
Default.

Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

9. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:

Device Under Test

BreakingPoint Default

Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

10. Select Save and Run from the lower right corner:

Save and Run
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11. If the test has not previously been saved, enter a name for the test and click Save

~
Save As »®

| Malware Attacks |

Save

Run the test and while the test is running continue to monitor the DUT with respect to the
malware that is being detected. See the Results Analysis section for important statistics and
diagnostics information.

]

Note: Since the malware attacks that will be generated by BreakingPoint also contain real
infectious samples a relevant warning message will be displayed before the actual test
execution will start:

The test 'Malware Attacks’ will send potentially infectious
malware through the device under test. After running this
test, the device under test should be considered an infected
system and treated as such.

Do you want to continua?

Daon't show this warning again

Mo

Results Analysis

This section covers the key statistics and events that BreakingPoint provides for this type of
test.

Real time Stats

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The Attacks tab shows how many attacks will be run and how many of those have been
completed thus far. At the bottom of this page are more detailed cumulative statistics, the most
relevant being:

Blocked: Of those attacks completed, how many have been blocked by the device
Allowed: Of those attacks completed, how many have been allowed by the device

Also, some of the strikes can be Skipped which means that some of the attacks configured in
the strike list are deprecated and therefore they will be skipped. Users that prefer to run them
can create an evasion profile that will have Allow Deprecated option set. Skipped also will
occur when there is an IPv6 network neighborhood configured to run a Strike that requires IPv4,
and vice versa.
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Real Time Statistics

25%
Interface

Summary

Security Attacks

SELTLE

Application Client

TP

Completed 528 out of 528 strikes

Stack Scrambler

2403
secs

2403
secs

2393
secs

2333
secs

2413

secs

2413
secs

2398
secs

2403
secs

2408
secs

u Total Blocked u Total Allowed

u Total Skipped

2413
secs

Total Errored m Pings Sent

Received

u Pings

2418
secs

Cumulative Attacks
Blocked: | 484
Allowed: ] 44
Errored: 0
Skipped: [ 0

Pings
Sent: [l NA
Received: [l N/A

Source [P

Ao Lt A Lot

The test will stop once all the strikes have been completed.

Report

A detailed report can be generated selecting the graph button from the lower left corner of the
Real Time Statistics window. This will open the results in a new browser window:
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Once a test report is generated, click on the Table of Contents from the left pane to visualize all

the report sections:

Navigate to Section 7.20 (Test Results for Malware Attacks -> Strike Results) to view the
malware Results that shows the percentage of strikes that were allowed and blocked:

Malware Attacks

7.20 Strike Results
550
525
500
a75
450
425
400
373
350
325
300
275
250
225
200
175
150
125
100

75

50

25

ol

Strikes

Total Strikes

Total Strikes allowed

Total Strikes blocked

Download ~

Total Strikes skipped

Tatal Strikes False
Posttive blocked

Total Strikes errored

Measurement

Value @uiss

[Tctal Strikes

[526

Total Strikes allowed

H4 sxmw

[Total Strikes blncked

{54 w007

Total Strices skipped

[T otal Strikes False Posttive biocked

[Tctal Strikes errored

Section 7.21.27 (Component Detection Assessment -> Strikes -> Malware) has the distribution
of allowed and blocked by category which will show the aggregate details in with the relevant
categories: Click on the Section name (malware mobile and malware all to see further details

details):

Malware Attacks

Strike Section

Blocked

Allowed

FalsePositiveBlocked

Skipped

Dovnload =

Errored

| ]

alwar ez Mobile a7
alwares: All |=4

|

==

==

==
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Section 7.21.27.1.1.1 gives details regarding malware mobile. Each entry will specify whether
the malware was blocked or allowed and the corresponding malware reference:

Malware Attacks Dowrload ~

7.21.27.1.1.1 Malware: Mobile 157 /171

Time of r Strike " £
et Strike Hame st Strike Reference

. _ _ N R .1 2131 .|
7230 |Live Malware Mobile Symbian OS Blankfont.A Trojan Biockeq [tDu/ir scan.orq/report/12¢3h0316555bdEd26T6dc118097a56.html

/iwww.novusordo.ro/index.php ?meniu=ven&mal=Worm.!

o]
7230 |Live Malware Mobile Symbian 0S CReadMe Trojan
7540 _|Backdoor.Android0S KungFu ki 1
7600_|Live Malware Mobile Android 05 Dougalek.A Trojan Plocked jittpsu/www.uirustotal.com/leh0d30¢c2d4581aa100bcTeddeet617 11015arafablT6e52bbabas606r20 M d1janalysis]
7600_|Live Malware Mobile Android 0S FakePlayer.C Trojan iocked jttpuiwww.virustotal.comffile_scanireporL.htmi?id=2a7a?a11ac?1712eh9519bd18h2d7161b0d89da2d2h33263c51d073 75500061 1301405197
0 . - " p:/icontagiodump.blogspot.com/2011/03%ake sample-leave sample-mobile-malware.html
7610 JLive Malware Mobile Symbian OS Cahir.J Worm Po°2 bttpuivww.virustotaleom/Tile-scanireport.htmi?id=0¢3336c615804c eS8 79N 1a5050b 775 169¢30b5 008 501 I5e49393519b- 1308775515
- - - - pwww.novusor do.rolindex.php 2meniu-ven&mal-Worm.SymbO05.Cabir.l
7610 JLive Matware Mobile Symbian OS Cabir. Worm 2= htpu/vww.virustotalcomitile -scanireport.htmi ?id=af6r995 386e 4594057690425 ddat abef522155cac1567210dbfabs de T8ebe- 1308760678
- ] ! ! puiwww.f secure.comiv-descsiskudoo_a.shtml
5110 ive Motware Mobile Symbian OF Skudeg./ Treian [lacked rustotal.comifile-scanireport.htmi ?id=ce2120b3db7e efb3f0cace 1 499¢0e550b61693MbT5Tce20d1 cebiffd2dbed. 1309290978
5110_|Live Malware Mobile J2ME Konov.b SMS Trojan [Flocked httpuiwww.virustotal.comffile-scanireporL.htmi?id=11f52a0d52a18513hd287c505b413138cd06c3a7627 d5h0d2528ede3b9as 1dd:- 1301119873

Similarly, Section 7.21.27.1.1.2 gives details regarding malware all. Each entry will specify
whether the malware was blocked or allowed. The reference will have the CVE number if
present:

Malware Attacks Download ~

7.21.27.1.1.2 Malware: All 327 /357

Time of strike Strike Hame Strike Result Strike Reference
31.0 ! ive Malware CVE-2008-3005 X15 00 l&IIDWEd ICVE 2008-3005
430 rojan-PSW.Win32. Tepfer.fdmk E\Dcked
43.0 ive Malware CVE-2010-1297 PDF 03 Blocked ICVE 2010-1297
56.0 rojan-PSW.Win32. Tepfer.hkdb Blocked £
56.0 dware:Win32Hotbar Blocked
B0.0 [Blocked
768.0 Blockecd
7680 Blocked
£221.0 llowed
L2260 E\Dcked ICVE 2010-0188
2260 ke
330 [Biocked

To better understand which malware was allowed, click on section 7.21.26 (Allowed Strike List),

which will provide details of the category and the exact malware that was not detected by the
AV engine.

Malware Attacks Dowrload *

7.21.26 Allowed Strike List

Timestamp Strike Category. Strike Name
alveare: Al
alvear e, Al
alvrare: Al
alvear e, Al
alvrare: Al
alvear e, Al [TroianWin3zIniectfirt
alvrare: Al ackdoor.Agent. ABFW
alvear e, Al Ern'an.\mnaz.Generic
alvrare: Al
alvear e, Al
alvrare: Al
alvear e, Al
alvrare: Al ive Malware CVE-2009-4324 PDF 02
alvear e, Al ive Malware CVE-2010-0168 PDF 07
alvrare: Al ive Malware CVE-2010-0188 PDF 02
alvear e, Al ive Malware CUE-2009-0927 PDF 04
alvrare: Al ackdoor Win3ZSimda.gce
alvear e, Al dwareWin32Hotbar
alvrare: Al ive Malware CVE-2009-0658 PDF 02
alvear e, Al
alvrare: Al EUR: Trojan-Downloader Win32.Generic
alvear e, Al dwareWin32Hotbar
alvrare: Al
597 alvear e, Al
5 alvrare: Al ive Malware CVE-2010-0188 PDF 21
754 fatware: Moblle [Backdoor.Android0S KunaFu ki
0 flvrare: Moble ive Malware Mobile Symbian 08 Cabir.C Worm
253 fatware: Moblle ive Malware Mobile Symbian 05 Cabire.D Worm
263 flvrare: Moble ive Malware Mobile Symbian 05 StealWar.C Trojan
283 fatware: Moblle ive Malware Mobile Symbian 05 Bootton. Troian
257 flvrare: Moble ive Malware Mobile J2ME Smmer Trojen
31 fatware: Moblle ive Malware Mobile Symbian 05 Skulls.D Trojan
319 alware Al [Adweare.Clkpotatotgens
327 fatware: Moblle ive Malware Mobile Android 05 Adrd-A Troian
i flvrare: Moble ive Malware Mabile Android 05 Geinimi.A Trojan
335 fatware: Moblle ive Malware Mobile Symbian 05 Cabir.G Worm
2 33800038 fatware: Mobile ive Malware Mobile Symbian 0S CReadMe Trojan
353 fatware: Moblle ive Malware Mobile Symbian 05 Drever.C Troian
flvrare: Moble ive Malware Mobile Symbian 0S MabtaLA Trojan
alwiar e A1 hisisz
i alware Al Tojan ropperWin3z.Dapala.
35600195 fatware: Moblle ive Malware Mobile Android 05 DroidDream Bowlingtime Trojan
2 37400283 fatvrare: Al Tojan-Mailfinder Win3z.Anent.akw
00195 alwiar e A1 ive Malware CVE-2010-0158 PDF 09
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All these statistics should be compared with the logs from the NGFW device to make sure that
the blocked malware are properly identified and classified and no other traffic drops of other
nature (other than properly identifying the strikes as malware) caused the strike to get blocked.

Additionally, using all this information the NGFW configuration can be re-visited to understand
why the allowed malware was permitted to pass through.

Test Variables

Use the following test configuration parameters to repeat the test.

PARAMETER NAME CURRENT ADDITIONAL OPTIONS
VALUE

IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected Mobility
stacks, etc.

Data Rate Limited Unlimited

Strike List Critical Strikes Live Malware (see appendix below)

Maximum Attacks Per Second 256 Higher (1024)

Benign Traffic None Add benign traffic using AppSim component
to stress the AV engine. The traffic should be
a mix that matches the end customer
deployment production network. The
objective of such a new test should be to find
the maximum performance of the device with
same level of detection accuracy reached in
the initial test
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PARAMETER NAME CURRENT ADDITIONAL OPTIONS

VALUE

Evasion Techniques Disabled To use the evasion with malware, please use
the Security component (not the Security NP
component). The rest of the steps will remain
the same. Malware supports the following
evasion sections in an evasion Profile.

IP Section
TCP Section

Malware Section: Of particular interest is the
Transport Protocol under the malware
section. This enables the malware to be
transported using a variety of different
transport protocols. If the anti-virus is
scanning for malware only for a particular
protocol, this evasion will be successful in
bypassing the anti-virus protection

Conclusions

This configuration covered the main parameters of the Security NP component in BreakingPoint
using a practical example allowing the user to baseline the security effectiveness of an anti-virus
engine.
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Test Methodologies for DoS and DDoS

Denial of Service (DoS) and Distributed Denial of Service (DDoS) attacks are the oldest
methods of attacking IP networks. While those methods are well-known and have been studied
for years, they continue to remain one of the most effective ways to restrict access to a network,
service, or application for legitimate users.

DoS versus DDoS

By definition, the intent of a DoS/DDoS attack is to deny access of legitimate users to resources
provided by a victim's network, computer, or service. When this attempt is initiated from a single
host, the attack is called a DoS attack. While some of the DoS attacks can be successful by
using a single host with limited resources—compared with the victim's computer—the majority
of the attacks require a group of malicious hosts to flood the victim's network by generating an
overwhelming amount of attack packets. This type of attack is called DDoS.

According to Internet World Stats®, the worldwide Internet population at the end of November
2015 exceeded 3.3 billion users. Many Internet users browse the Internet without appropriate
security software, or by using operating systems and software that are not properly patched.
Those systems are vulnerable to attacks, allowing attackers to use automated techniques to
discover such systems and use known vulnerabilities to install DDoS tools on their system.
Such infected computers are named zombies or bots. Through automation, attackers exploit a
large number of vulnerable computers, infecting them with malware software that gives
attackers control to those systems.

WORLD INTERNET USAGE AND POPULATION STATISTICS
NOVEMBER 30, 2015 - Update

World Regions Population Population Internet Users Penetratir:_)n Growth Users %

( 2015 Est.) % of World 30 Nov 2015 |(% Population)| 2000-2015 | of Table

Africa 1,158,355,663 16.0 % 330,965,359 286 % 7,231.3% 9.8 %
Asia 4,032 466,882 555 % 1,622,084,293 40.2 % 1,319.1%| 482 %
Europe 821,555,904 11.3% 604,147,280 735 % 474 9% 18.0 %
Middle East 236,137,235 33% 123,172,132 522 % 3,649.8% 37T %
North America 357,178,284 49 % 313,867,363 879 % 190.4% 93 %
Latin America [ Caribbean 617,049,712 85% 344,824,199 559 % 1,808.4% 10.2 %
Oceania ! Australia 37,158,563 0.5 % 27,200,530 73.2% 256.9% 0.8 %
WORLD TOTAL 7,259,902,243 100.0 % 3,366,261,156 46.4 % 832.5% | 100.0 %

Figure 16. Internet Usage and World Population Statistics (November 30, 2015)

A zombie computer reports back to a Command & Control center (C&C) by attempting a login
session. After zombie computers are logged on, they become a part of a botnet that allows the

5 http://www.internetworldstats.com/stats.htm
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attacker to control them. The most common C&C servers are Internet Relay Chat (IRC) or Web
Gateways.

Relying on hundreds to thousands of computers that have been previously infected with worms
or trojans, large DDoS attacks can be coordinated. Larger botnets can consist of millions of
zombie computers, which can generate aggregated traffic of hundreds of Gbps. One of the
largest DDoS attacks reported in 2016 clocked in at over 600Gbps according to
https://krebsonsecurity.com®. Also, based on Arbor's 2016 Worldwide Infrastructure Security
report” the largest DDoS reported attack in 2015 was 500Gbps compared to only 8Gbps in
2004

Survey Peak Attack Size Year Over Year

Ghps

e e ."-.
— T o
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-
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Along with the dramatic increase in throughput and volume, the nature of the attacks is
becoming more complex: Arbors Network's same report reveals that application-layer attacks
have continued to increase, being reported by 93 percent of service provider respondents,
compared to 90 percent in 2014 and 86 percent in 2013. Another increasing factor is the multi-
vector attack type, seen by 56 percent of service provider respondents from 42 percent one
year before. Also of note is that aside from the actual targeted system, over a half of
organizations (enterprise, government, and education respondents) had their firewall or IPS
devices experience a failure or contribute to an outage during a DDoS attack.

To increase the effect of the attack, servers are also targeted to be part of the botnet. Server
machines give the advantage of having better computing resources and their bandwidth is
usually higher. Additionally, the attack traffic will be generated from trusted datacenter IPs.

6 https://krebsonsecurity.com/2016/09/krebsonsecurity-hit-with-record-ddos/
’ https://www.arbornetworks.com/images/documents/WISR2016_EN_Web.pdf



Test Methodologies for DoS and DDoS

Also of note is the increasing usage of “Reflected” and “Amplification” Denial of Service attacks.
Reflected DDoS attacks abuse connectionless protocols that can be used to both mask the
botnets initial source location and increase the amount of data sent to the victim. Protocols
typically used for this attack include DNS, NTP, and SSDP.

Motivation for DoS/DDoS attacks

DoS attacks are illegal activities. Regardless, such attacks continue to be frequently seen. They
exist because they are easy to implement and the attack source is difficult to detect. A large
number of tools are available on the Internet. The most common ones include Mirai, LOIC (Low
Orbit lon Cannon), R-U-Dead-Yet, DAVOSET, Tribe Flood Network (TFN) and its newer version
TFN2K, Trinoo (Trin00), Stacheldraht, myServer, Mstream, Omega, Trinity, Plague, and
Derivatives.

As an example, a dissection of the command and control protocol used by the increasingly
common Mirai botnet is available on the Ixia blog site - Mirai: A Botnet of Things?é.

Revenue driven/Monetary Gain

Motivated by monetary gain, many attackers advertise their service for DDoS attacks using
underground forums. According to Verisign’s Q4 2014 DDoS Trends Report®, the prices of such
services are extremely low and the cybercriminals offering them (so called “booters”) had
become real professionals. There is actually competition between such DDoS service providers,
which drove the prices as low as USD 5 per hour or USD 30 per day.

8 https://www.ixiacom.com/company/blog/mirai-botnet-things
9 http://www.verisigninc.com/assets/report-ddos-trends-Q42014.pdf?cmp=LK-RPT-
TRENDSQ1-1
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Figure 18. Example as shown in Verisign’s Q4 2014 DDoS Trends Report

To prove the size of the botnet owned, demonstrations of DDoS attacks are done by DDoS
service providers to attract their customers. In many cases, many victims are randomly picked
for such demonstrations. Competitive situations where the buyer rents DDoS services to cause
loss in competitor's sales or to affect their reputation may be a strong motivator.

Cases of extortion using DDoS were reported as well. According to Sophos?, in 2006, an
arrested group of Russian cyber-criminals made USD 4 million from blackmailing online
gambling and casino websites.

Payback/Revenge

On October 26, 2007, a UK based company, MoneyExpert.com!, experienced a DDoS attack,
which put their site down during the weekend. During the day of the attack, the website planned
to launch their payment protection insurance (PPI) reclaiming campaign, a massive new
campaign to help many people recover thousands of pounds back on mis-sold insurance on

10 http://www.sophos.com/pressoffice/news/articles/2006/10/extort-ddos-blackmail.html
" http://www.moneysavingexpert.com/site/moneysavingexpert.com-ddos-attack
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loans, credit cards, store cards, and mortgages. Suspicions that the attack was the payback of
the banks suffering the potential loss remains unproved. Another plausible cause could be the
legitimate attempt to use the website from the large number of people that could benefit from
the reclaiming campaign.

Unexpected Peak Hours

DDoS attacks can be the result of an overwhelming number of legitimate users trying to access
websites announcing hot news or events that interest millions of users in a short time interval.
One of the most publicized examples is where Google '? mistook the millions of search queries
for a distributed DoS attack. Google search volume index chart depicted next shows the peak
time was at 15:00 PDT.

Seaarch Volume indeax Coaglke Trands

POT HAR 12PM GFM

Figure 19. Google Trends - search for "Michael Jackson died"

To filter legitimate traffic, Google prompted the users with an error page displaying a CAPTCHA
field to let the users continue their query.

Google &

We're sorry...

.. but your query looks similar o automated requests from a computer virus or spyware application, To protect our users, we can't
process your request right now.

We'll restore your access as quickly as possible, so try again soon. In the meantime, if you suspect that your computer ar network
has been infacted, you might want to run a vinus checker or spyware remover to make sure that your systems are free of viruses and
other spurious software.

If you're continually receiving this error, you may be able to resolve the problem by deleting your Google cockie and revisiting
Google. For browser-specific instructions, please consult your browser's onling support center.

If your entire network is affected, more information is available in the Goggle Web Search Help Center.

We apologize for the inconvenience, and hope we'll see you again on Google.

To continue searching, please type the characters you see below:
. ‘

Figure 20. Google returned message to a valid search

12 http://www.christian-kalmar.com/google-michael-jacksons-ddos-attack/
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Collateral damage

According to McAfee3, on August 6, 2009, a DDoS attack targeted social media sites hosting
the account of a pro-Georgian blogger. As a result, the attack took down Twitter for several
hours and significantly slowed down Facebook.

Hacktivism

Various organizations are using DDoS attacks as means of protesting for ideological reasons.
Such attacks are launched using both zombies (machines that have been infected without
owner knowledge) and users who are consciously participating in the attack—adhering
therefore to the same ideological beliefs. Although typically these attacks are announced before
the actual launch, they are extremely efficient, and few organization are able to successfully
protect themselves.

Miscellaneous

In many cases, the reason behind a DDoS attack remains unknown. Those attacks may simply
have the intent of practicing an attack, being initiated 'for fun' or because of nihilism and
vandalism. Many video tutorials are available online accompanied by links to download the
toolsets that can carry out the attacks.

13 http://www.avertlabs.com/research/blog/index.php/2009/08/07/collateral-damage/
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A large variety of DoS attacks can be attempted. Based on their intent, they can be classified as
follows:

e Resource starvation
o Alteration or destruction of system configurations
e Hardware damage

The most common denial of service methods intend to flood the victim's computer or network
with useless data that result in overutilization of the following:

e Network bandwidth

e CPU utilization

e Memory consumption
e Disk and storage

Because of the limited nature of such resources on any system, they represent an easy and
common target in DoS attacks. Usually, the attacks have a temporary effect, and availability of
resources come back once the DoS attack stops.

Based on the resources targeted, the attacks can be further classified as follows:
e Bandwidth consumption

One of the easier ways to deny access to a resource is by consuming the bandwidth
available between the ISP and the victim's network or within the victim’s network itself.
Bandwidth can be easily consumed with any garbage data—UDP, ICMP, or TCP-based
traffic.

By consuming the entire bandwidth available, traffic from legitimate sources may result in
connection drops. DoS attacks targeting bandwidth consumption require a higher bandwidth
than the victim's bandwidth or they are relying on amplification techniques. A basic example
of DoS that uses amplification is the Smurf attack, which floods the victim's network by using
spoofed ICMP messages sent to a broadcast address.

e System resource starvation

These attacks focus on consuming system resources such as CPU time and memory. CPU
time is usually consumed with packets initiating new connections (for example, TCP SYN
Flooding, HTTP GET Flooding, SIP INVITE Flooding attacks) or packets targeting non-
existing sessions (for example, TCP FIN Flooding, SIP ACK flooding attacks).

Memory starvation can be achieved with legitimate connections that are maintained active
after a connection is established.

By consuming these resources in an excessive manner, they become unavailable to
legitimate users and systems.
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DoS attacks targeting protocol and software flaws

These attacks attempt to exploit design flaws in software. Those attacks do not require a
large botnet to be effective; a single host machine can be used to send packets at low rates
and lead to DoS by crashing the victim's computer, causing the computer to stop
responding, or rebooting it.

Some examples of such DoS attacks that take advantage of the protocol's inherent design
include PING of Death or Land Attacks.

Storage

As a general rule, anything that allows data to be written to disk can be used to execute a
DoS attack, assuming that no protection is set on the amount of data that can be written. As
an example, an intruder may attempt to consume disk space by simulating actions that
generate error messages on the victim's computer, errors that are logged and stored to the
disk. Other examples may include massive amounts of unsolicited email messages or
upload of useless data in unprotected locations (for example network shares or ftp
accounts).

Alteration or destruction of system configurations

These types of attacks require access to the victim's computer. Exploits based on known
vulnerabilities in the operating system or application itself may allow attackers to gain root
access to the system. By altering key configuration aspects of the server—routing tables,
network configuration, user passwords, registry keys—or by destroying certain data (for
example, the information stored in a database), an intruder may prevent users from
accessing the compromised computer or network.

Routing-based DoS attacks target modification of the routing table, preventing the victim
from properly sending or receiving legitimate traffic.

To simplify the use of network addressing, name systems such as Domain Name Servers
(DNS) provide a way to map the user-friendly name for a computer or service to the IP
address associated with that name. DNS is a hierarchical naming system and has the root
domain on top of the hierarchy. An intruder who gains access to a DNS server can alter the
cached data to direct legitimate traffic to wrong Internet (IP) addresses. This results in either
flooding victim’s network or preventing the victim from sending or receiving any traffic.

Hardware damage

Attackers who gain root access to systems may destroy the hardware. As an example,
attempting to update the firmware of a device with a corrupted image may result in
permanent damage.

Common DoS/DDoS Attacks
TCP SYN Flooding

TCP SYN is one of the most common DDoS attacks. A typical TCP connection requires a three-
way handshake in which the client computer requests a new connection by sending a TCP SYN
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packet to its remote peer. In response, the TCP SYN/ACK packet is sent by the remote peer
and the TCP connection request is placed into a queue, continuing to wait for the TCP ACK
packet, which completes the handshake.
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Figure 21. SYN Flooding DDoS attack

The attacker sends to victim's IP a storm of TCP SYN packets initiated from a large number of
spoofed IP addresses, causing the victim to open a huge number of TCP connections and
respond to them with SYN/ACK. Because the attacker never ACKs the SYN/ACK packet, the
victim ends up in a state in which it cannot accept new incoming TCP connections—even if they
are coming from legitimate users.

Fake Session Attack

This attack attempts to fake a complete 3-way TCP handshake. It is designed to bypass
network defense tools that monitor traffic in a single direction, not relying on returned server
traffic, as seen in common asymmetric routed networks. The attack sends a crafted SYN
packet, multiple ACK packets and then one or more FIN/RST packets creating the appearance
of valid unidirectional TCP session. There are two versions of the fake session attack: one can
be simulated by generating multiple SYN packets, followed by multiple ACK packets, and then
one or more FIN/RST packets. The other version skips the initial SYN packet, and starts by
sending multiple ACK packets, then one or more FIN/RST packets. This attack is typically
harder to detect than SYN flood but both have similar goals, exhausting target system
resources.

UDP Flooding

A UDP flooding attack relies on a large number of attackers sending multiple UDP packets to
the victim's computer, saturating its bandwidth with useless UDP packets. The attack packets
can target open and closed ports. When the packets are targeting ports on which the victim's
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computer is not listening, ICMP Destination Unreachable (Port Unreachable) packets may be
replied by the victim to the spoofed IP included with each UDP packet. This will result in
additional processing time and an additional storm of UDP packets destined to other computers.
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Figure 22. ICMP Flooding

PING Flooding attack

This threat floods the victim (a server or an end user) with multiple ICMP Echo request packets
(PING), thus saturating its bandwidth. This is a very standard attack that can be done with
utilities, such as PING, included with any operating system.

Smurf Attack
Smurf is yet another ICMP Echo request (PING) type of attack.
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Figure 23.  Smurf DoS attack

The attack exploits improperly configured networks, which allow external packets coming from
the Internet to have the destination as an IP broadcast address. By sending a storm of ICMP
Echo request packets with the address spoofed with the intended victim's address, all the ICMP
Echo requests are reflected back to all computers of the local network, resulting in an amplified
number of replies destined to the victim's computer. The effect of this attack is the same as with
the PING Flooding attack.

Fraggle Attack

A Fraggle attack uses the same technique as described in a Smurf attack, except that the
packets sent are UDP echo instead of ICMP Echo packets. The targeted services are echo (port
7) and chargen (port 19).

Defined by RFC 862, the ECHO service is an Internet protocol that listens on port 7 for either
TCP or UDP. On receipt of a packet, the ECHO protocol sends back a copy of data that it
receives.

Defined by RFC 864, Character Generator (CHARGEN) is an Internet Protocol that listens on
port 19 for UDP and TCP packets. On receipt of a UDP packet, a random number of characters
are returned as a UDP response packet. On receipt of TCP packets, random characters are
sent to the connecting host until the TCP connection is closed by the host.

ICMP 'Destination Unreachable'

On receipt of an ICMP 'Destination Unreachable' packet, the recipient will drop the
corresponding connection immediately. This behavior can be exploited by an attacker by simply
sending a forged ICMP Destination Unreachable packet to one of the legitimate communicating
hosts. The DoS attack is achieved by breaking the communication of the legitimate hosts
involved in communication.


http://en.wikipedia.org/wiki/Echo_protocol
http://en.wikipedia.org/wiki/Internet_Protocol_Suite
http://en.wikipedia.org/wiki/Transmission_Control_Protocol
http://en.wikipedia.org/wiki/User_Datagram_Protocol
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ICMP 'Host Unreachable’

The ICMP Host Unreachable packet is another ICMP packet type that can be used to break the
communication of two hosts. The DoS is achieved as described for ICMP 'Destination
Unreachable', except that the packet type is ICMP 'Host Unreachable’.

ICMP 'Time Exceeded'

The Time Exceeded Message is an ICMP message that is generated by a gateway to inform the
source of a discarded datagram because of the time to live field reaching zero. A time exceeded
message may also be sent by a host if it fails to reassemble a fragmented datagram within its
time limit.

This type of ICMP packet can also be used to break the communication of two hosts. The DoS
is achieved as described for ICMP 'Destination Unreachable’, except that the packet type is
ICMP 'Time Exceeded.'

Teardrop Attack

This is a fragmented message where the fragments overlap in a way that destroys the individual
packet headers when the victim attempts to reconstruct the message. This may cause the victim
to crash or stop responding.

FIN Flood Attack

This threat floods a user-specified target with TCP packets from randomized, spoofed
addresses, where the FIN (final) flag has been turned on. The FIN flag is sent by a user to
designate that it is no longer sending packets. This attack is an attempt to flood the target with
erroneous packets to hinder the performance and cause a slowed response to legitimate traffic
and possibly DoS.

RST Attack

This vulnerability could allow an attacker to create a Denial of Service condition against existing
TCP connections, resulting in premature session termination. Because an attack uses a random
IP as the source IP, it is possible that the source IP or computer (if it exists) will send a reset
packet (RST/ACK) back to the server that says it did not make the connection request. More
likely, the IP address does not correspond to an active connection (because it is a random
number); the server will keep trying to initiate a connection by resending SYN/ACK, and then
RST/ACK (because it did not get any ACK back) packets back to the bogus source IP address.
All this creates incomplete or half-open connections.

SYN-ACK Flood Attack

This attack generates spoofed SYN-ACK packets toward the target server at a very high packet
rate, which are normal TCP responses toward clients from initial SYN packet when initiating a 3-
way handshake. This flood of SYN-ACK packets will exhaust the server CPU and memory
resources, causing poor system performance or shutdown.


http://en.wikipedia.org/wiki/Internet_Control_Message_Protocol
http://en.wikipedia.org/wiki/Gateway_(computer_networking)
http://en.wikipedia.org/wiki/Datagram
http://en.wikipedia.org/wiki/Time_to_live
http://en.wikipedia.org/wiki/IP_fragmentation
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Xmas Tree Flood Attack

A Christmas Tree attack sends TCP packets with either all or various combinations of the TCP
flags being set (like FIN, URG and PSH). Flooding the victim with these kinds of packets can be
very effective since the unusual flag combination requires more processing than regular,
legitimate packets.

Application Level DoS and DDoS

Flaws in software implementations can be exploited to cause buffer overflow, consume all
memory and CPU, crash the application stack, make the computer stop responding, or reboot
the computer.

Another group of DoS attacks relies on brute force, flooding the target with an overwhelming flux
of packets depleting the target's system resources. Brute force attacks at application level flood
the victim with the legitimate-looking application requests that initiate transactions at application
level. Examples of such attacks include HTTP GET/POST Flooding, SIP INVITE Flooding, DNS
Flooding, and many others.

HTTP GET Flooding attack

This attack is achieved by sending an overwhelming number of HTTP GET or HTTP POST
requests to the targeted HTTP Server, depleting the victim's resources. The requests have
legitimate contents and are originated over valid TCP connections. By serving those requests as
normal requests, the server ends up exhausting its resources.

By asking for large files stored on the server, the attack is amplified as a single legitimate
request that can keep the server busy for a longer duration. A large HTTP GET Flooding attack
was seen in U.S. and Korea in July 2009. The targets were websites of major organizations,
news media, financial companies, and several government websites.
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DNS Flooding Attack

This threat attacks a DNS server by sending a high number of DNS requests that look like they
are initiated from the victim's IP address. The small queries sent by the zombie computers are
amplified by the recursive DNS Servers that are used as intermediaries to resolve the domain.
This generates response to larger UDP packets, overwhelming the victim's computer. Another
type of DNS Flooding attack can overwhelm a DNS Server by sending legitimate DNS queries
to resolve random domain names, forcing the DNS Server to resolve them by initiating further
queries to root servers and authoritative name servers. The storm of DNS queries may lead to
resource depletion, therefore causing the DoS effect.

Slow Loris / Partial Header Attack

This is a very effective, low-bandwidth attack that opens TCP connections to a target server and
holds these TCP sessions open for long periods of time. Partial GET requests in the form of
subsequent headers are sent at long regular intervals, but never close the TCP connection.
These connections consume server memory and CPU resources and remain open indefinitely.

RUDY

Another type of low and slow attack, similar to Slow Loris is R-U-Dead-Yet? (RUDY). It can be
difficult to detect and very effective by opening and keep sessions alive as long as possible
using never-ending POST requests. These requests usually contain one byte of data and are
sent at regular or variable (to make detection even more difficult) intervals. Continuously
accumulating this kind of sessions eventually results in exhausting the target server's
connection table.
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SIP Flooding Attacks

This class of attacks floods the victim with a significant number of SIP messages, including
REGISTER, INVITE, OPTIONS, MESSAGE, BYE, SUBSCRIBE, NOTIFY, ACK, and PING. The
messages are sent from spoofed IP addresses and target depletion of victim's resources by
forcing the victim to process useless SIP messages.

0 Byte Receive Window

This attack combines in an unexpected manner an application layer transaction with some TCP
layer parameters. In particular, an attacker can craft HTTP GET requests but having a TCP
receive window set to 0. Typically, a TCP receive window set to 0 is used to notify sender that
receiver is temporarily busy and cannot accept more incoming traffic (i.e. receiving buffer is
filled up). This way a large number of TCP sockets can potentially stay open for extremely long
time durations.

DNS Reflection

One of the most efficient way of generating large volumetric DDoS attacks is by using
amplification techniques. DNS is one of the most exploited protocols to perform such attacks.

In a DNS reflection attack, the attacker abuses publicly accessible open DNS resolvers by
sending fake DNS requests with the source IP address spoofed to the target address. The DNS
servers will then flood the target with real DNS response traffic. An important aspect to this type
of attack is the amplification factor defined as the ration between the response and the query
size. Various methods can be used to amplify such an attack like sending spoofed queries with
type “ANY” hence having the server reply with all available information related to a DNS zone.

NTP Reflection

Another type of amplification attack that is gaining traction among cybercriminals and has an
even higher amplification factor than DNS is the NTP Reflection attack. Network Time Protocol
(NTP) is a long-existing UDP based protocol, which offers time synchronization services. A
particular functionality of NTP (i.e. MONLIST) allows administrators to query NTP servers and
retrieve a list with the last (up to 600) endpoints previously connecting to the server. The nature
of this response creates substantially larger traffic volumes when compared to the initial
request. Abusing internet-open NTP Servers with this functionality enabled, attackers can spoof
MONLIST requests (using the victim source IP address) and generate a sheer volume of
network traffic.

Test Solution for Dos and DDoS

Ixia offers a broad and comprehensive testing solution to validate and assess DDoS mitigation
solutions. Leveraging its unmatched flexibility, BreakingPoint can run DDoS attacks using
virtually all test components. It offers solutions ranging from network-based L2/4 attacks (like
ARP flood, Ping flood, etc.) all the way up to L7 application attacks (like Slow Loris, Rudy and
SIP-related attacks, etc.), and even attacks based on the transmission of invalid traffic.
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The next sections describe some of the most common DDoS scenarios and explain how to
validate related network security protection solutions using a series of test cases.

It is of high importance when validating DDoS mitigation solution to use a real application traffic
mix, as seen in the customer setup. It is also important to initiate attacks that might be relevant
to the system types present in the production network.

Regardless of the exact DDoS mitigation solution that is being considered, the following metrics
needs to be evaluated:

1. Number and type of DDoS attacks blocked (relevant only in accordance with the end user
system types)

2. Time to detect and mitigate

3. DDoS effectives, composed of two parts:
o Amount of DDoS traffic blocked

o Impact on real-user traffic (measured with failed transactions and increased traffic
latency)
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Test Case: Mitigation of UDP Flooding and TCP SYN
Flooding Attacks

Overview

This test methodology walks you through a configuration that uses a combination of volumetric
attacks such as UDP flooding and TCP SYN flooding attacks to measure the mitigation
capabilities of an anti-DDoS solution.

Objective

The goal of this test case is to measure DUT’s capabilities to detect and mitigate UDP flooding
and TCP SYN flooding DDoS attack. Incremental tests should to be considered where
application traffic is layered with the DDoS attacks to assess the impact on legitimate users of
various services like web, voice or video.

Setup

The current setup consists of two PerfectStorm test ports connected directly to the
device/system under test.

O00O0
el e
qna| |onm
DUT

DDoS Mitigation Device

9

BreakingPoint Emulated
DDoS targets

BreakingPoint Emulated
DDoS attackers

Figure 25. Test topology

In this test topology, BreakingPoint emulates:

e On port1:
o BOTNET consisting of 1000 DDoS Attackers
e On port2:

o Target network by placing 10 Servers

Find us at www.keysight.com
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This topology can be used to test intermediate devices such as dedicated anti-DDoS solutions,
firewalls, and unified thread management systems. The Target Server is optional and can be
replaced with a real external target, such as an Apache Web Server.

Step-by-Step Instructions

This section provides step-by-step instructions to execute this test using the BreakingPoint tool.

1. Use a web browser connected to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

€ C' | B3 b#pt://10.219.132,60/sessions

@
b
m

IXIQ WEE APPS

4

BREAKINGPOINT

BREAKINGPOINT

Powered by Application and Threat Intelligence, BreakingPaint devices enable companies
1o maintain resilient IT infrastructures against escalating threars. Only BreakingPoint
security and performance testing products stress and optimize end-to-end T
infrastrustures by creating real user actions with a blend of applicatien and attack traffic
including malware, mobile malware, DBoS, and more

For slow connections, please use the Preloader page

2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER TEST MANAGERS

| °
£ Create a Test Brea k|ng

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com
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b. Inthe new screen select the physical ports that are to be used in the test:

Device Status

10.219.132.60

Slat 17106 093096

IXlAd

PerfectStorm ONE

Settings

In this example, we will use physical ports 0 and 1 from the PerfectStorm One appliance.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to a
logical interface: first reserved port will be Interface1, the second reserved port will be
Interface2, and so on. The logical interface parameters (MAC and IP address along with other
parameters) will be configured as part of the Network Neighborhood, as we will see below.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.

c. Once the proper test ports have been selected, click on the back arrow to return to the
initial screen:

COMTROL CEMTER

Device 5tatus

Slot 110G
136
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Next, select Test -> New Test option from the upper menu bar to start configuring the test:

COMTROL CENTER TEST MAMAGERS

Mew Test

Open Test

Import Test

Open Recent Tests
Run Recent

Quick Test

Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address, VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:

a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER g5 MAMNAGERS

Device Status
Administration

Device Under Test

Mew Neighborhood
Open NeghoriTess

Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session
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b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

COMTROL CENTER MARMABERE

MNetwork Neighborhood

| What type of device are you testing?

EWITCH
This netwark simulates groups of hasts,

- —— 4 zach in a distinet subniet. In ceder ta
commurecate with each aother, the hosts
ROUTER _ must ga through a rauter. Uss when a
= y - router is the targeted device under test.
= -

CORE ROUTER
a— : Network Description:
MAT ¢ PROXY

A fixed address range of hosts sits behind
each logical interface.

IPS
IPSEC
L'4'lE EPC
LTE MME
3G PACKET CORE
SERVER

CUSTOM

For this test, we will use ROUTER as DUT type.

c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

-
Create Newr Network Nelghborhood

New Metwork Meighborhood Name:
| UDP Flood and TCP SYN Flood

] Overwrite existing Netwark
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d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. OnelPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. We will not use this element for our specific test scenario.

iii. Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated endpoints. The Static Hosts represents the BreakingPoint
emulated DDoS attackers and target servers. In this example, we will use the
following:

=  One element for the DDoS attackers with 1000 IP addresses

= One element with a 10 IP addresses for the emulated servers.

!@ﬂ;g! Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS B Lock Network Neighborhood to This User [l
I v INTERFACE: (2) | Untagged Virtual Interface [#o0Row & | |

Number MAC Address puplicate MAC Address VLAN Key Ignore Pause Frames Description

% | Interface 1 1 02:14:C5:01:00:00 Outer VLAN
* | Interface 2 02:1A:C502:00:00 Outer VLAN

»  » IPV4 EXTERNAL HOSTS: (1) | External hosts used as a test target

» v IPV4 STATIC HOSTS: (2) | Simulated IPv4 endpoints

Container Base IP Address Gateway IP Address

* | Static Hosts i1_default Interface 1 DDs Attackers
% | Static Hosts i2_default Interface 2 Target

Note: Make sure to configure the IP addresses according to the physical test setup address
assignment scheme. In our example:

o DDoS attackers will be emulated starting with IP address 100.0.0.2, 100.0.0.3, ...
100.0.3.233 (1000 attackers). The gateway used to reach the target network will be
100.0.0.1 (typically the IP address of the public/entry point of the Device/System Under
Test). For easy reference configure the Tags field to “DDoS Attackers”

e The attack targets will be emulated starting with IP address 200.0.0.2, 200.0.0.3, ...
200.0.0.11 (10 Servers). The gateway used to reach the public network will be 200.0.0.1
(typically the IP address of the private interface of the Device/System Under Test). For easy
reference configure the Tags field to "Target”

Note: In this test case, we are using 1000 IP address as DDoS Attackers just as an example. To
emulate a large botnet with tens or hundreds of thousands of zombies the DDoS Attackers
count should be increased accordingly. Aside from increasing the actual count, users should
also add a Virtual Router Network Neighborhood element to emulate a router in front of all these
DDoS attackers, which will provide the following benefits:
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¢ Avoid an ARP storm on the interface connected to the DUT/SUT (which can be cause in
case many emulated IP address are directly connected to the DUT/SUT without a Virtual
Router)

e DDoS attackers are not generally directly attached to the DUT/SUT, and they can spawn
broad subnet sets

For more details on how to add and configure a Virtual Router Network Neighborhood element,
please refer to Appendix A.

Note: When emulating certain volumetric DDoS attacks (like UDP Flood, TCP SYN Flood, TCP
ACK Flood, etc.) together with leqgitimate application traffic, to emulate a real environment as
close as possible it is recommended to use an External Host network neighborhood element
(containing one or a small subset of the same IP addresses used as the destination of the
legitimate application traffic) as the destination of the DDoS attack traffic (i.e. in the Component
Server tags).

e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

f. Click on the back arrow to return to the main test screen:

| UDP Flood and TCP SYN Flood

| entrymode [T ERU |  ADD NEWELEMENT EXPAND ALL | CO

I v INTERFACE: (2) | Untagged Yirtual |
Number MTU MAC Address

Interface 1 02:1A:C5:01:00:00
Interface 2 02:1A:C5:02:00:00

N x  » IPV4 EXTERNAL HOSTS: (1 | External hosts us
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g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse Metwio.

s

DDoS Non-Spoofed UDP Hood

UDP FHood and TCP SYN Flood

Close

After configuring the MAC and IP layer parameters the actual traffic test component needs to be
created.

The Test Component is the entity that controls the traffic patterns. Due to its extreme flexibility,
similar traffic patterns can be emulated using different Test Components, each with its own set
of advantages. For this example, we will use the following test component:

Routing Robot to generate UDP Flood
Session Sender to generate TCP SYN Flood

5. Click on the ADD NEW button from the Test Components section. Choose Routing Robot
from the selection list and click on Select button:

Add a Routing Robot

e . This component measures a
g Application Simulator

! EitBlaster

.:«E Client Simulation their intended destination.
NIl Recreate

Routing Robot

Security
Security NP
Session Sender

EH  stack Scrambler (Fuzzer)

Cancel
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6. Rename the component from RoutingRobot_1 to UDPFlood and click Create button:
A new entry (i.e. UDPFlood) will be created under RoutingRobot Test Component.

Routing Robot Test Component can be used to generate network based L2/4 DDoS attacks,
and since it is leveraging dedicated hardware to generate the traffic, it can easily reach line rate.
It features pre-defined packet templates (UDP, TCP, ICMP Echo Request, ICMP Echo Replay,
TCP Syn Flood), as well as Packet Mix Distribution, User Defined Fields, and many others.

7. Click on the newly created component to edit its parameters:

[' Test Components @, ||| ADD NEW =

4 Routing Robot

@  UDPFlood

8. In the next steps, we will configure the Routing Robot test component:

a. A meaningful description can be added in the Description box for easy reference of
what this particular component is configured for:

Routing Robot Information [+ Include in Report
Component Name State

UDPFlood Artive -
Description

Generates UDP Flood DDoS traffic

b. Inthe Component Tags section make sure to assign the proper interface tags.

For the Client Tags remove the existing tags and assign the tag corresponding to the Attackers
as configured in the Network Neighborhood. For the Server Tags remove the existing tags and
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assign the tag corresponding to the Target, emulating the victims as configured in the Network
Neighborhood:

Component Tags What's This?

DDos Attackers
ext_default

Target

c. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test the
following parameters will be modified:

i. Test Duration Measure by a Time Interval: configure the duration of the UDP
Flood traffic to 10 minutes.

ii. Data Rate Type: set it to Constant to get a fixed traffic level.

ii. ~ Minimum Data Rate: configure the UDP Flood data rate at the required value
according to the particularities of your tested environment. In this example, we will
set it to 500 Mbps.

iv.  Size Distribution: the parameters in this section define frames/packet size
generated by this component (including IMIX distributions if needed). For this test,
we will configure a Constant frame size of 572 Bytes.

v. Packet Templates: set the packet definition as a quick method to generate traffic
with several different packet types:

» Type: UDP. The other available packet templates are: TCP, ICMP Echo
Request, ICMP Echo Reply, TCP SYN.

» Delay Start: useful when the DDoS traffic starts after a period of running
legitimate bassline traffic. For this test, we can configure Os as delay.

= Source Port Modifier: Random. This will help have a wide distribution of the
Attackers Source Port.
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Destination Port Modifier: Random. Configuring a random destination port will
help in getting an unpredictable destination port which can cause additional
overhead on some DDoS mitigation solution. Another option is to have the
destination port configured to a fixed value, mapped to a real DNS service
available in the target network (in this case configure the Destination Port
Modified to Constant and the actual DNS port in the Destination Port field)

Slow Start: Unchecked. Specifies whether the component can send a small
amount of traffic to the DUT before ramping up to the full rate of the test. This
allows switching devices to identify which port to send test traffic.

Maximum Stream Count: 7000. (Can be thought of as the total number of IPs).
This override parameter sets the minimum and maximum number of streams to
use for this component. If requested MAC/IP addresses are not symmetric, the
number of streams can exceed the Maximum Stream Count.

IP Address Algorithm: Random

For this test, the remaining parameters can be left to their default values.

d. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

Now that we configured the component to generate UDP Flood traffic we can configure another
test component to generate the TCP SYN flood attack.
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9. Click on the ADD NEW button from the Test Components section. Choose Session Sender
from the selection list and click on Select button:

Add a Session Sender

. . This component measures a
B Application Simulator device's ability to handle
concurrent TCP sessions. It
Bit Blaster creates and maintains valid

TCP sessions with contrived

i B . data.
Client Simulation

Recreate
Routing Robot
Security
Securitw MR
Session Sender

Stack Scrambler (Fuzzer)

Cancel
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10. Rename the component from Session Sender_1to TCP SYN Flood and click Create button:

Add a Session Sender

TCP 5YN Hood

B Use Template

Back Cancel

A new entry (i.e. TCP SYN Flood) will be created under Session Sender Test Component.

11. Click on the newly created component to edit its parameters:

& Session Sender (1)

©  TCPSYN Flood
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12. In the next steps, we will configure the TCP SYN Flood test component:

a. A meaningful description can be added in the Description box for easy reference of
what this particular component is configured for:

Sesslon Sender Information [+] Include in Report
Component Mame State

TCP 5¥M Flood Artive -
Description

Generates TCP 5YM Flood DDoS traffic

™

b. Inthe Component Tags section make sure to assign the proper interface tags.

For the Client Tags assign the tag corresponding to the TCP SYN flood attackers as configured
in the Network Neighborhood. For the Server Tags assign the tag corresponding to the Target
emulating the victims as configured in the Network Neighborhood:

Component Tags What's This?

Tags

DDos Attackers

DDos Attackers

ext_default | =

Target
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c. The Parameters section contains multiple test component attributes that are grouped

Vi.

Vii.

viii.

into category folders based on their functional purpose. For the scope of this test the
following parameters will be modified:

Transport: TCP

Data Rate: check the Unlimited Data Rate option so that the test will not be limited
by the amount of generated throughput. Instead the traffic load will be controlled by
the number of TCP SYN per second as configured below.

Maximum Simultaneous Superflows: Configure this value to the total number of
TCP SYN sent by the end of the test. If we want to generate 10000 TCP SYNs per
second and have this test running for 5 minutes than the total number of TCP SYN
initiated would be 300 (seconds) x 10,000 (TCP SYN) = 3,000,000.

Maximum Super Flows Per Second: set the value to the maximum desired value
(for this test we will set it to 10,000).

Source Port: Random with a Minimum and Maximum Port Number to 1024 to
65535. This will help have a wide distribution of the Attackers Source Port.

Destination Port: Constant with a Minimum Port Number to 80 (or a known open
port on the device).

TCP Configuration — Retry Count: 0. It will disable the TCP Retransmission so a
very accurate TCP SYN packet rate will be generated.

Raw Flags: -1. For this test, we will disable this functionality, however it is a very
important parameter that provides flexibility to generate a large number of TCP-
related attacks by allowing the user to force TCP flags to a particular value, such as
a decimal number. Different combinations like TCP SYN, TCP ACK, TCP SYN+FIN,
TCP SYN+ACK and many others can be configured.

Payload Packets per Session: change the value from 20 to 0 (Specifies how many
data packets are sent during an open session, which for a TCP SYN only test won't
be the case).

Delay Start: 5 min. Usually Delay Start is extremely helpful when testing with real
application data so that the TCP SYN Flood attack would start after a period of time.
However, in this case we will use Delay Start to have the initial part of the test
running only UDP flood and after 5 min into the test, the TCP SYN flood will be
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triggered as well. It will help validated the anti-DDoS solution capability of coping with
a layered, offset DDoS mixed type.

For this test, the remaining parameters can be left to their default values.
d. Configure the test traffic pattern using the Load Profile section:

i Click on the Load Profile button:

Current Load Profile: 44, Stair Step 0:00:39

Parameters Save As Template [ LoadaTemplate |

ii. Change the Ramp Up Behavior to SYN Only

iii.  The Ramp Up Duration is the actual duration of the test (since only TCP SYN
packets would be generated). Enter a value of 5 Minutes.

iv.  Steady State Duration needs to be configured to Os since we are not running into
TCP data exchange stage.

v.  Similarly, Ramp Down Duration needs to be configured to Os as well for the same
reasons.

Phase Settings - Default Mode

RAMP UP STEADY STATE RAMP DOWN
Ramip Up Behavior Steady State i Ramp Down Eehavior
SYM Only | - | Open and Close Sessions | - | Full Close | - |
Ramp Up Duration Steady State Duration Ramp Down Duration
oo 05 oo 0o oo oo 0o oo oo
Hour Minute Second Hour Minute Second Hour Minute Second
SYM Only Retry Mode
|DIJe‘,- Retry Count | - |

In this example, the Session Sender component will behave in a uniform manner, generating
10,000 TCP SYN packets per second for the entire Ramp Up Duration (i.e. 5 Minutes).
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e. Click on the Return to Component Setting button to go back to the Test Component
configuration screen:

Create New / Browse Return to Component Settings

f.  Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

13. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:

Device Under Test

BreakingPoint Default

Test Status Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

Note: Depending on the previously configured test objectives and the number of physical test
interfaces selected, a warning sign (ﬂ) might appear next to the Test Status. This might
indicate that:

¢ Not all test interfaces are selected therefore not all test blade resources will be available for
the test.

¢ Total sending bandwidth capacity exceeded (and Interfaces being oversubscribed) caused
by the fact that “unlimited” data rate was selected for the test component. This should not
represent an issue for this type of tests.

14. Select Save and Run from the lower right corner:
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Save As Save and Run

15. If the test has not previously been saved, enter a name for the test and click Save:

-

-
Save As ®

UDP Flood and TCP SYN Flood|

[ |

BreakingPoint offers a broad suite of statistics to monitor various KPIs relevant for an extended
set of different tests. Refer to the Result Analysis section to analyze the results for this test.

Results Analysis

The main objective of this test is to validate that the DDoS mitigation solution can detect and
protect against various DDoS type of attacks. It is very important to read and interpret below
statistics in the context of the entire system configuration, hence in accordance to the DUT/SUT
type, mitigation capabilities, configured thresholds, etc.

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The Summary tab presents basic metrics that provide a good understanding of the overall test
progress.

Find us at www.keysight.com
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Control Center  Test  Managers  Help Using Group 1

Real Time Statistics

Interface

Application Transaction Rate ZP Conn f Interface Stats

Attermpted: M/A _Client

Successful: NAA Atternpted: O Established: 0
Failed: Mi& Established: O Closed: 0 Tx (Mbps): 500

Cloged: O Rx (hbps): 500

Bandwidth

Application Transactions Cumula
PP d Frame Rate

Atternpted: N/ el Lo Tx (Fps): 117500
Successful: R4 Attempted: 0 Established: 0 Ry (Fps): 117500

Failed: R, Established: 0 Closed (FIN): O
Closed (FIN}: O Close (RST): O

Concurrent Flows Close (RST): O

Cumulative Frames

Ta: 922434
Superflows Rx 922084
TCP Flows
UDP Flows

SCTP Flows

Synihck (ms): 0 Ethermet MAC Errors: MNAA
1st Byte (ms): 0
Close (ms): O

20
.0
.0
20

Duration (msh: 0

There have been no exceptions
- - Siop Tes

The most relevant stats for our test case being:

Frame Rate: As long as Tx is equal to Rx, it means that there is no traffic being dropped by any
intermediary device. For the first 5 min of the test, since the TCP SYN flood attack did not start
yet, these stats are recording only the UDP Flood traffic.

TCP Connection Rate is important for the TCP SYN flood attack. Five minutes into the test, we
can see the TCP SYN flood attack initiated at a rate of 10,000 TCP SYNs per second:

TCP Connection Rate

Client SEMVEF
Attempted: 10000 Established: O
Established: [ Cloged: 0
Closed: O

Another important tab is the Interface tab: it helps investigate the amount of traffic generated in
each direction and how much made it to the other side.
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Real Time Statistics

Sumrnary Interface TCP

SSLTLS

Frame FHate
(Frames/3ec)
R Tx
E Interface 1 0 127500
Ethemet MAC emors: g
V! Interface 2 123900 0

Ethemet MAC errors: g

Cata Rate
(MBitiSec)

Rx Tx

1] 507.5

492.7 1]

Beside the real-time statistics, detailed post-test analysis can be performed. In the lower left
corner of the Real Time Statistics window, select the graph button to view detailed results. This

will open the results in a new browser window.
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On the left side of the detailed report window is the navigation panel, where you can navigate
and browse the results. The results and test information will be displayed on the right side of the
browser:

Mavigate (-] UDP Flood and TCP SYN Flood

1 UDP Flood and TCP SYMN Flood

Detailed statistics can be investigated based on each test component, TCP/UDP traffic type,
transmit vs. receive traffic, latency values, etc.

Test Variables

BreakingPoint offers the following test configuration parameters that provides the flexibility to
simulate a high number of different tests with various volumetric DDoS attack types to assess
the DDoS mitigation solution capabilities and the impact over the legitimate traffic profile that the
device would experience in a production network.

PARAMETER CURRENT VALUE ADDITIONAL OPTIONS
NAME
IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected Mobility
stacks, etc.

DDosS Attack type UDP Flood, TCP SYN Flood Ping Flood Attack, PSH-ACK Attack, SYN-
ACK Flood Attack, Smurf Attack, UDP
Fragmentation, Xmas Tree Flood, etc.
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PARAMETER CURRENT VALUE ADDITIONAL OPTIONS

NAME

Benign Traffic None Custom application mix that matches the
traffic profile from the end customer
deployment production network that needs to
be validated.

Conclusions

This test methodology demonstrates how to configure BreakingPoint to determine the attack
rate and attack throughput that a DDoS mitigation system such as a firewall, UTM, or dedicated

anti-DDoS solution can mitigate, while the system under test is being flooded with UDP and
TCP SYN attack traffic.
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Test Case: Mitigation of Sophisticated Application Layer
Attacks

Overview

DDoS attacks are getting more and more sophisticated, and the pressure on DDoS mitigation
solutions is increasing accordingly, becoming more effective and much more difficult to detect.
DDoS attacks have evolved into targeting legitimate application methods (e.g. SIP Invite) or
corner case operations and interactions with such applications (e.g. Slow Post, Slow Loris, etc.).

Objective

The goal of this test case is to measure DUT’s capabilities to detect and mitigate application-
level DDoS attacks like Slow Loris. In this test, we will also add application traffic in addition to
the DDoS attacks to assess the impact on legitimate users of various services like web, voice,
or video.

Setup

The current setup consists of two PerfectStorm test ports connected directly to the system
under test.

SN 4
0099
'53:" , [ mmmg

j DDoS Mitigation Device @

BreakingPoint Emulated
DDoS target and other
Application Servers

BreakingPoint Emulated
DDoS attackers and
Legitimate Users

Figure 26. Test topology
In this test topology, BreakingPoint emulates:
e On Portt:
o BOTNET consisting of 1,000 DDoS Attackers
o Legitimate Users, consisting of 1 million users
e On Port2:

o Target Server consisting of one application server under attack
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o Server Network by placing a small number of Application Servers

This topology can be used to test intermediate devices such as dedicated anti-DDoS solutions,
firewalls, and unified threat management systems.

A real external Application Server can be used as the Target Server, which will further increase
the test realism. However, in this situation special consideration should be taken when
interpreting the results, since a number of statistics will not include the exhaustive Target Server
contribution in the BreakingPoint test reporting.

Step-by-Step Instructions

This section provides step-by-step instructions to execute this test using the BreakingPoint tool.

1. Using a web browser, connect to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

@
1

£
m

€ - € fxbupt//10.219.13260/ses510ns

IXla wes APPS

|

]

BREAKINGPOINT

BREAKINGPOINT

Powered by Application and Threat Intelligence, BreakingPoint devices enable companies
to maintain resilient IT in frastructures against escalating threats, Only BreakingPoint
security and performance testing products stress and optimize end-to-end IT
infrastructures by creating real user actions with a blend of application and attack traffic
including malware, mobile malware, DDoS, and more

For slow cannections, please use the Preloader page

2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER TES MANAGERS

£ Create a Test Brea king

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com




Test Methodologies for DoS and DDoS

b. Inthe new screen, select the physical ports that are to be used in the test:

Device Status

10.219.132.60

Slat 17106 093096

IXlAd

PerfectStorm ONE

Settings

In this example, we will use physical ports 0 and 1 from the PerfectStorm One appliance.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to a
logical interface: first reserved port will be Interface0; the second reserved port will be
Interface1, and so on. The logical interfaces parameters (MAC and IP address along with other
parameters) will be configured as part of the Network Neighborhood as we will see below.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.

c. Once the proper test ports have been selected, click on the back arrow to return to the
initial screen:

COMTROL CEMTER

Device 5tatus

Slot 110G
136
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Next, select Test -> New Test option from the upper menu bar to start configuring the test:

COMTROL CENTER TEST MAMAGERS

Mew Test

Open Test

Import Test

Open Recent Tests
Run Recent

Quick Test

Since we already reserved the physical test ports (and, if applicable, extra ports for more
resource reservation), now we need to configure the MAC and IP layer parameters like MAC
address, VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:

a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER g5 MAMNAGERS

Device Status
Administration

Device Under Test

Mew Neighborhood
Open NeghoriTess

Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session
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b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

COMTROL CENTER MARMABERE

MNetwork Neighborhood

| What type of device are you testing?

EWITCH
This netwark simulates groups of hasts,

- —— 4 zach in a distinet subniet. In ceder ta
commurecate with each aother, the hosts
ROUTER _ must ga through a rauter. Uss when a
= y - router is the targeted device under test.
= -

CORE ROUTER
a— : Network Description:
MAT ¢ PROXY

A fixed address range of hosts sits behind
each logical interface.

IPS
IPSEC
L'4'lE EPC
LTE MME
3G PACKET CORE
SERVER

CUSTOM

For this test, we will use ROUTER as DUT type.

c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

r A
Create Newr Network Neighborhood
Mew Metwork Meighborhood Name:
Application DDoS
[ Overwrite existing Network
(o
% 4

Find us at www.keysight.com Page 123



Test Methodologies for DoS and DDoS

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. One IPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. We will not use this element for our specific test scenario.

iii. FourIPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated endpoints. The Static Hosts represents the BreakingPoint
emulated DDoS attackers, legitimate users and target servers. In this example, we
will use the following:

=  One element for the DDoS attackers with 1,000 IP addresses
= One element for the legitimate traffic users with 1 Million IP addresses
* One element with 10 IP addresses for the emulated legitimate servers.

*» One element with a single IP address for the target server (part of the same
subnet as the target network).

Application DDoS

!@a;g! Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS | @ Lock Network Neighborhood to This User [

[ ¥ INTERFACE: (2) | Untagged Virtual Interface [#oD ROW &3 | |
Number MAC Address Duplicate MAC Address VLAN Key Ignore Pause Frames Description

Interface 1 02:14:C5:01:00:00 Outter VLAN
Interface 2 02:1A:C5:02:00:00 Outer YLAN

| External hosts used as a test target

| Simulated IPv4 endpoints

Container Base IP Address Gateway IP Address

Static Hosts i1_default Interface 1 DDoS Attackers 100.0.0.2
Static Hosts i2_default Interface 2 Target Server 200.0.0.12
ip_static_hosts 3 Interface 1 Legitimate Users 100.5.0.2
ip_static_hosts 4 Interface 2 Server Metwork 200.0.0.2

Note: Make sure to configure the IP addresses according to the physical test setup address
assignment scheme. In our example:

o DDoS Attackers will be emulated starting with IP address 100.0.0.2, 100.0.0.3, ...
100.0.3.233 (1000 attackers). The gateway used to reach the target network will be
100.0.0.1 (typically the IP address of the public/entry point of the Device/System Under
Test). For easy reference configure the Tags field to “DDoS Attackers”
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The Targeted Server will be configured with IP address 200.0.0.12 (the number of target
server can be increased to a value to match the particular deployment that is being validated
for). The gateway used to reach the public network will be 200.0.0.1 (typically the IP address
of the private interface of the Device/System Under Test). For easy reference configure the
Tags field to “Target Server”

Legitimate Users will be emulated starting with IP address 100.5.0.2, 100.5.0.3, ...
100.0.25.223 (1 Million legitimate users). The gateway used to reach the target network will
be 100.0.0.1 (typically the IP address of the public/entry point of the Device/System Under
Test). For easy reference configure the Tags field to “Legitimate Users”.

The Server Network will be configured with IP address 200.0.0.2, 200.0.0.3, ... (10
Application Servers. The number of target server can be increased to a value to match the
particular deployment that is being validated for). The gateway used to reach the public
network will be 200.0.0.1 (typically the IP address of the private interface of the
Device/System Under Test). For easy reference configure the Tags field to “Server
Network”.

Note: Due to the large number of emulated IP addresses on the public side (1 Million legitimate
users and 1,000 DDoS attackers) to avoid a large ARP storm a Virtual Router can be used. See
Appendix A for details on how to configure a virtual router.

e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

f. Click on the back arrow to return to the main test screen:

= UDP Flood and TCP SYN Flood

| EntryMode RT3  ADD NEW ELEMENT EXPAND ALL | C

I v INTERFACE: (2) | Untagged Virtual |

Nurmber MAC Address

Interface 1 02:1A:C5:01:00:00
Interface 2 02:1A:C5:02:00:00

» = IPV4 EXTERMAL HOSTS: (1) | External hosts us
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g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse Network

Application DDoS

BreakingPoInt UoUs Relecion

BreakingPoint LOIC IRC Interactive HTTP DDo5 ...
DDoS

DDoS DS Reflect - Attack
DDo5s DS Reflect - Zombie
DDoS IP Frag Attack

Close Edit

After configuring the MAC and IP layer parameters, the actual traffic test component
needs to be created.

The Test Component is the entity that controls the traffic patterns. Due to its extreme
flexibility, the same Test Component type can be used for various tasks. For example, in
this test, since we are looking to emulate an application-layer DDoS-attack, we will
emulate it using AppSim test component. Similarly, since it is highly important to use real
application traffic in conjunction with the DDoS attack, we will use another AppSim
component (configured in a different way, of course) to emulate the legitimate
application traffic. Therefore, for this test methodology we will be using:

= AppSim1: to generate the legitimate application traffic

=  AppSim2: to generate the DDoS attack
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5. Click on the ADD NEW button from the Test Components section. Choose Application

Simulator from the selection list and click on Select button:

Add a Compeonent

Bl Application Simulator

Bil Glustan

Client Simulation
Recreate
Routing Robot
Security
Security NP
Session Sender

Stack Scrambler (Fuzzer)

This component measures
the device's ability to handle
a variety of application layer
traffic flows. It generates
realistic application traffic
flows, and validates that they
are passed correctly by the
device.

Cancel

6. Tick the Use Template checkbox, then select Service Provider Apps as a template.
Optionally rename the component to something more meaningful like Legitimate Traffic and

click Create button:

Add a Component

Legitimate Traffiq

Using Less ...
Some DNS...

e

er Apps

Template Name:
Service Provider Apps

Template Description:

Generate realistic application traffic
flows representative

sei profile - Usin...

Ei Use Template

Back Cancel

of a service provider network.

This pre-canned template generates realistic legitimate traffic representative of a service
provider network. However, to increase the relevance of this test case the actual application
profile should be configured (using the corresponding Superflows) to match as close as possible
the traffic mix and distribution seen in the particular production deployment.
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7. Anew entry (i.e. Legitimate Traffic) will be created under Application Simulator Test
Component. Click on the newly created component to edit its parameters:

R4 Test Components @, [ ADDNEW |
« Application Simulator (1)

Legitimate Traffic

8. In the next steps, we will configure the AppSim test component:
a. Inthe Component Tags section, make sure to assign the proper interface tags:

i.  Forthe Client Tags, assign the tag corresponding to the /Pv4 Static Host Network
Neighborhood element emulating the legitimate users.

ii. Forthe Server Tags, assign the tag corresponding to the IPv4 Static Host Network
Neighborhood element emulating the Server Network:

l:lJI'I‘IPﬂI'IEI'It Tags What's This?

Client Tags

Legitimate Users

DDo5 Attackers
ext_host ‘}__}l
Legitimate Users
Server Metwork

Target Server

Server Matwork

b. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test, since
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we have used a template, most of the parameters can be left with their existing value
except the following parameters:

i. Data Rate: check the Unlimited Data Rate option so that the test will not be limited
by the amount of generated throughput. Instead the traffic load will be controlled by
the Maximum Super Flows per second as configured below.

i. Maximum Simultaneous Superflows: Configure this value to the total number of
simultaneous Superflows targeted to be achieved by the legitimate users. For this
example, we will use 200,000.

iii. Maximum Super Flows Per Second: set the value to the maximum desired value
(for this test we will set it to 10,000).

c. Configure the legitimate traffic pattern using the Load Profile section:

i Click on the Load Profile button:

Current Load Profile: s Stair Step 0:00:39

i Parameters Save As Template [ Load a Template ]

Clear
I
ii.  Change the Ramp Up Duration to 1 seconds.
iii.  Configure Steady State Duration to 5 minutes.
iv.  Configure Ramp Down Duration to 1 minute.
Phase Settings - Default Mode

RAMP UP STEADY STATE RAMP DOWN
Ramp Up Behavior Steady State Behavior Ramp Down Eehavior
Full Open Open and Close Sessions Full Close
Ramp Up Duration Steady State Duration Ramp Down Duration
0o 0o 01 0o 05 0o 0o 01 0o
Hour Minute Second Hour Minute Second Hour Minute Second
SYN Only Retry Mode
Obey Retry Count

In this example, this AppSim component is configured to generate legitimate traffic for a
duration of 6 minutes and 1 second.
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v.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Return to Component Settings

vi.  Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

Now that we configured our legitimate application traffic we need to configure the application-
level DDoS attacks, in our case Slow Loris. For this we need first to create an application profile
containing the corresponding Slow Loris attack (by using a corresponding Superflow) and then
generate that application profile using a second AppSim component

9. From the upper menu bar select Managers -> Application Profile:

CONTROL CENTER 1 MANAGERE

SlowLoris DDoS and Applit

Application Profiles

Network Nelghborhood

Super Floms

Capture Manager

Walidation Manager

» Application Simulator (1

Touwmll Do dunsinlebe
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10. If the test has not previously been saved, a new pop-up will be generated to save the test.
Hit “Yes” in the first dialog to save the test and then enter a name for the test and click Save:

Save As o

Slow Loris DDoS and Application

¥

11. Click on Create New button form the lower right corner, to create a new Application Profile:

!

2015-02-26T10:07:36.608 PST

12. Enter an easy-to-recall name and press the Ok button (in our case, SlowLoris DDoS):
Create New X

Create Hew Application Profile:

[7] Cverwrite Existing &pplication Profile

e )

In the new window click on “Add Super Flow” button form the lower right corner:

AddiSuper Flow

13.1n the new pop-up window, we get access to all Superflows available on the system which
can be combined in various ways to create a large diversity of custom Application Profiles.
For our test, type “Slow Loris” in the search box and add the pre-canned “DDoS SlowLoris

Two Arm Slowloris” Superflow by pressing the “ button associated with this Superflow.
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The new selected Superflow will be added to the Associated Superflows pane. Click ok to
continue:

| AddRemove Super Flows

Displaying 4 of 4 |

Super Flow Search Results Associated Super Flows

Marne MName

D035 Slow POST Two Arm HTTP server wait DDoS SlawLoris Two Arm Slawloris

El

DDo3 SlowLoris One Arm Slowloris

is t 1 3it
| DDoS Slowloris Two Arm Slowlaris

J=R =R
e e e

U

Add Selected @

14. Now, the newly created “SlowLoris DDoS” application profile comprises the pre-canned
“DDoS SlowLoris Two Arm SlowLoris” Superflow. Press save button from the lower right
corner to save the application profile:

b

fdd Stpen Elou

15. To see the exact actions that this pre-canned Superflow is executing press the * putton:

5 Application Profile Slon = Browse
Application Profile Details E Associated Super Flows
Hame: Mame ‘Weight Seed Sessions % Bandwidth % Flows # Bytes
SlowLotis DDoS D05 SlowLoris Two Arm Slowlaris 100 Generated 1 100,00 100,00 677 =Y

Description:
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16. As displayed in the actions pane, this pre-canned Superflow starts with an un-complete
“GET” request. It is followed by a looped raw message simulating the transmission of
delayed header information at regular intervals to the webserver. This simulates a DDoS
attack that attempts to exhaust all available TCP sockets on the webserver.

D Super Flow > DDoS Slowloriz Two Arm Slowloris W Browse

Super Flow Details
Fows B
Hame: #  Protocol Yalue Clignkt Server

DOoS Slowloris Twio Armn Slowdloris 1 & COHTTP Client Server

el

Description:

This Two Arm Super Flow enacts an

HTTP Slow Headers DDoS attack by

exploiting a web server's support for

users with slow or intermittent

connections. This attack atternpts

to exhaust all avalable TCP sockets

by sending delayved header
bfometon ot et ntenas o setions

Add Flow

Action Value Flows Flov

Cat :
egory: 1 GET Monterminal

-

-0
&

HTTP
HTTP
HTTP
HTTP
HTTP

Securty A Delay

=t
&

Tags
Goka

=

#
1
2 .
3
Security 4
5

f

- # Raw Message
#
f

LR

m= ]
5

Close

=

[ Manage Hosts ]

|| Lock super flow to this user Add Action

There are a high number of such pre-canned such Superflows that are emulating various
application-level DDoS attack:

Aside from the canned attacks, BreakingPoint offers the flexibilty to customize various DDoS
attacks by defining the appropriate actions in custom created Superflows. For example a
SIP Invite Flood attack can be easily built by creating a new Superflow with just a “SIP
Invite” action.

BreakingPoint arhitectural approach empowers users’ creativty to generate an extremely
wide coverage of known application-level DDoS attacks as well as to try various optiones
and variables to unveil new ones that are currently undisovered.

Now that the application profile containing the DDoS attack has been created, we can return
to the initial test pane.
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17. Click on the back arrow multiple times until returning to the main test screen:

DDoS SlowrLoris Turo Arin Slovrloris

Super Flow Details
Flows

Btz #  Protocal

DDoS Slowlaris Two Arm Slowdoris 1 ¢ CIHTTR

Nest, the second Application Simulator test component that emulates the SlowLoris DDoS
attack needs to be configured and added to the test:

18. Click on the ADD NEW button from the Test Components section. Choose Application
Simulator from the selection list and click on Select button:

Add a Component

.. . This component measures
! Application Simulator the device's ability to handle
a variety of application layer
Bit oo~ traffic flows. It generates
realistic application traffic
. : . flowws, and validates that they
Client Simulation are passed correctly by the
device. ’
Recreate

Routing Robot

Security
Security NP
Session Sender

Stack Scrambler (Fuzzer)

Cancel
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19. Rename the component to something more meaningful like DDoS Attack and click Create
button:

Add a Application Simulator

DDoS Attack

Bl Use Template

Back Cancel Create

20. A new entry (i.e. DDoS Attack) will be created under Application Simulator Test
Component. Click on the newly created component to edit its parameters:

a Application Simulator

@  Lepitimate Traffic il |
DDas Attack /

Bit Blaster

21. In the next steps, we will configure the DDoS Attack AppSim test component:
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a. Inthe Component Tags section, make sure to assign the proper interface tags:

i.  Forthe Client Tags assign the tag corresponding to the /Pv4 Static Host Network
Neighborhood element emulating the DDoS Attackers.

ii.  Forthe Server Tags assign the tag corresponding to the IPv4 Static Host Network
Neighborhood element emulating the Target Server:

' Component Tags What's This?

Client Tags

DDoS Attackers
DDas Attackers

ext_host ==

Legitimate Users

Server Metwork

Target Server

Note: When emulating certain volumetric DDoS attacks (like UDP Flood, TCP SYN Flood, TCP
ACK Flood, etc.) together with legitimate application traffic, in order to emulate an real
environment as close as possible it is recommended to use an External Host network
neighborhood element (containing one or a small subset of the same |IP addresses used as the
desination of the legitimate application traffic) as the destination of the DDoS attack traffic (i.e. in
the Component Server tags), like in below example (will NOT be used in this test since we are
emulating an application level DDoS attack):

Component Tags What's This?

Client Tags

DDoS Attackers
DDaS Attackers

ext_default 53

Legitimate Users

Server Metwork

Target Server Server Tags

ext_default

i
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b. The Parameters section contains multiple test component attributes that are grouped

into category folders based on their functional purpose. For the scope of this test, since
we have used a template, most of the parameters can be left with their existing value
except the following parameters:

Data Rate: check the Unlimited Data Rate option so that the test will not be limited
by the amount of generated throughput. Instead the traffic load will be controlled by
the number of Simultaneous Superflows and Superflows per second as configured
below.

Maximum Simultaneous Superflows: Configure this value to the total number of
simultaneous Superflows targeted to be achieved by the DDoS Attackers. For this
example, we will use 2,000,000.

Maximum Super Flows Per Second: set the value to the maximum number of
sessions per second that the DDoS attackers will generate (for this test we will set it
to 100,000).

Delay Start: Configure it to 2 min. This will create a delayed offset until the DDoS
attack will start.

Some DDoS mitigation devices require a period of time passing legitimate traffic
through them for the “learning” phase to create the baseline traffic and
define/generate the thresholds before starting to perform DDoS mitigation. In such
cases, the legitimate application mix traffic could be run for an even extended time
period.

Application Profile: Click on Browse button from the lower right corner of the page to search
and select the previously created SlowLoris DDoS application profile for the attacks:
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T Browse Application Proflles x
E |

[ |
B am. 3

Resultz Help

lowLoris DDoS

Mo description available h -
Author: danieim Last Editfe, 5-03-06T23:05:12.303 PDT

v.  Configure the legitimate traffic pattern using the Load Profile section:
» Click on the Load Profile button:

e SS—
Current Load Profile: 4, Stair Step 0:00:39 Load Profile

Parameters Save As Template Load 3 Template

Filter By Parameter Mame
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Change the Ramp Up Duration to 7 seconds.

Configure Steady State Duration to 3 minutes.

Configure Ramp Down Duration to 1 minute.

Phase Settings - Default Mode

RAMP UP

STEADY STATE RAMP DOWN

Ramp Up Behavior Steady State Behavior Ramp Down Behavior

Full Open [~] Open and Close Sessions [~] Full Close [~]
Ramp Up Duration Steady State Duration Ramp Down Duration

oo oo 01 0o 03 oo oo 01 oo

Hour Minute Second Hour Minufe Second Hour Minute Second
SYM Only Retry Mode

Obey Retry Count

In this example, the DDoS Attack AppSim component is configured to generate Slowloris DDoS
attacks for a duration of 4 minutes and 1 second, however it will start 2 min after the legitimate
traffic begun (as configured above using the Delay Start parameter)

Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Create New / Browse

Return to Component Settings

vi.  Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

Now both the legitimate application traffic as well as the DDoS Attack components have been
configured and the test is ready to run.

22. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:



Test Methodologies for DoS and DDoS

Device Under Test

BreakingPoint Default

Test Statne Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

Note: Depending on the previously configured test objectives and the number of physical test

interfaces selected, a warning sign (ﬂ) might appear next to the Test Status. This might
indicate that:

a. Not all test interfaces are selected therefore not all test blade resources will be available
for the test.

b. Total sending bandwidth capacity exceeded (and Interfaces being oversubscribed)
caused by the fact that “unlimited” data rate was selected for the test component. This
should not represent an issue for this type of tests.

23. Select Save and Run from the lower right corner:

Save and Run

24. If the test has not previously been saved, enter a name for the test and click Save:

r 3
Save As ®

SlowLaris DDoS andﬂpplicatinnsl

[

BreakingPoint offers a broad suite of statistics to monitor various KPIs relevant for an extended
set of different tests.

a

Result Analysis

It is always a good practice before running a layered DDoS test, to first run a baseline test with
only the legitimate application traffic. This makes sure that the DUT is able to sustain the
required traffic load.
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The main objective of this test is to validate that the DDoS mitigation solution is able to detect
and protect against various application-level DDoS attacks. It is very important to read and
interpret below statistics in the context of the entire system configuration; hence in accordance
to the DUT/SUT type, mitigation capabilities, configured thresholds, etc.

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The Summary tab presents basic metrics that provide a good understanding of the overall test
progress.

Control Center Test Managers Help

Real Time Statistics

Using Group 1 [

Application Transaction Rate c 2] Interface Stats

Atternpted: 20700 Llient Server
Successful: 12190 Attempted: 10700 Established: 10710 Bandwidth
Failed: 0 Estahlished: 10700 Closed: 1114 Tt (Mbps): 1848
Closed: 1111 R (Mbps): 1546
Application Transactions
Frame Rate
Attempted: 219121 — Tx (Fps): 405500

Successful: 122742 Attempted: 117261 Established: 117275 R (Fps): 408500
Failed: O Established: 117258 Closed (FIN): 7586

closes [N 7562 Eze iz Cumulative Frames
Concurrent Flows Close (RST) O

Tyx: 3792838
Supetflows: 107525 Ry 3795841
TCP Flows: 109489 Average TCP Time
UDP Flows: 1815 Synihck (ms): 0,106 Ethernet MAC Errars: N/A

SCTP Flows: 0 st Byte (ms): D.288

Close (ms) 0.21

Duration (ms): 2063 802

There have been no exceptions

ﬂ - - g - Stop Test

Since the DDoS attacks have not started yet (there is a 2-minute configured offset), the most
relevant stats for the legitimate application traffic are:

TCP Connection Rate/Cumulative TCP Connections: The number of Attempted connections
should be similar to the number of Established connections for the legitimate-only traffic period
to certify that the DUT is able to sustain that configured load.

Bandwidth/Frame Rate/Cumulative Frames: As long as Rx is equal to Tx it means that there
is no traffic being dropped by any intermediary device. For the first 2 minutes of the test (running
only legitimate traffic), it is expected that these counters match.

Application Transactions: it is expected that no failed transactions are recorded for the
legitimate traffic.

Once the DDoS traffic starts, to have a good understanding of what is happening with each of
the two test components for legitimate and attack traffic, the test report can be inspected in real-
time.
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In the lower left corner of the Real Time Statistics window, select the graph button to view
detailed results. This will open the results in a new browser window.

Under “Test Results for Aggregated AppSim” section, the two test components have their own
set of stats:
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Expanding the “Test Results for Legitimate Traffic” section provides details on what is
happening with the legitimate traffic before and after the DDoS attack started.

For example, under “Detail” section the “Application Transaction” time graph (as well as

“Superflow lterations,

”

Application Transaction Rate,” etc.) can reveal if there are any

application transaction failures beyond the point where the DDoS attack has been triggered:

INavigate

[ pplication Agaregate Flons

11 Application Data

[ Super Flow Data

[ Super Flow Tterations

[ Application Transactions Surmary
| Applcation Summary

1P Summary

1 (] Freme Daka Rate Summary

22 TP Setup Tine

42 TCP Responss Time

[ 7CP Close Tine

7P summary.

L7 UDP summary

B e e S

[ Transmitted Frame Size

[£4 Recelved Frame Size

|| Component Flon Courts.

| Component summry

- | ] petal

+ | Response Summary

+/ |22 Application Concurrent Fiows
|2 Application Data Throughput
+1 2 Super Flow Data Throughput
%1 )2 Superow Iterations

‘ + 2 Applcation Transactions

=1 |22 Appleation Transection Rakes

Islowl oris DDos and Applications Download v
Bl || 7.21.25.6 Application Transactions
7.21.25.6 : Application Transactions E
2000000 =
1750000 e
1500,000 e
2 1250000 —
]
1] aeemes _—
= _
750,000{ it
500,000 ///
250,000 /
0 "
= ) 7 100 125 150 75 200 25 20 B 00 ES 30 ars
Timestamp (Seconds)
Timestamp Atempts. I Successes I Failures
Sreants Tangn
3
7.5 R
3,679 X0
460 854
EE7] ¥
| 1E pZEE] 7,765
0.125 9422 10557
[E3 5121 R

Similarly, the cumulative “Frame Counters” section (and even “Frame Data” and “Frame Data
Rate”) can pinpoint if there are sudden and abrupt packet losses at any point in time. These
counters are very important in monitoring the DUT efficiently in mitigating the DDoS attacks.

Navigate

ISlowLoris DDoS and Applications Download ¥
|| Component Surmary Bl | 7.21.25.21 Frame Counts
= [)petal 7.21.25.21 : Frame Counts
+1 ] Respanse Summary 140,000,000
+1 | Application Concurrent Flows 130,000,000
+ [ Application Data Throughput 120,000,000 -
"
+ | Super Flow Data Throughput 110,000,000 -
+ |2 Superfiow Tterations 100,000,000 "
o

+1 |2 Application Transactions R o
+ 22 Application Transaction Rates D =
+ | Application Response Time 8 _—

B ; £ 70000000 o

Concurrent Flows -
= 60,000,000 o
| Flow Rate -
50,000,000 -
41 |21 TCP Concurrent Cannections _
-

+1 |2 UDP Cancurrent Flaws R2SC0C o

2 TCP Connection Rate EAERID "

=

2 TCP Agaregate Comnections EREED _—

|2 TCP Aver age Time to Open 10,000,000 //’
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Latency-related statistics (like “Application Response Time,” “TCP Average Session Duration,”
etc.) can also be leveraged to assess the impact of the DDoS traffic on the legitimate traffic.

Expanding the “Test Results for DDoS Attack” section provide details on what is happening with
the DDoS traffic once it has been started.

Number of attempted vs established sessions, number of concurrent sessions throughout the
test, and the amount of traffic generated vs received are important KPIs to validate if and how
much of the DDoS traffic has been blocked.

All the above statistics need to be correlated with the DUT counters: the detected DDoS attack
type, the amount of traffic being blocked vs the total amount of traffic, and others.

Test Variables

BreakingPoint offers the following test configuration parameters, which provide the flexibility to
simulate a high number of different tests with various DDoS attack types. This assesses the
DDoS mitigation solution capabilities and the impact over the legitimate traffic profile that the
device would experience in a production network.

PARAMETER CURRENT VALUE ADDITIONAL OPTIONS
NAME
IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected Mobility
stacks, etc.
DDoS Attack type Slow Loris RUDY, Slow POST, Recursive GET, DNS

Reflect, SIP Invite Flood, etc.

Benign Traffic Pre-Canned Mix Custom application mix that matches the
traffic profile from the end customer
deployment production network that needs to
be validated.

Conclusions

This test methodology demonstrates how to configure BreakingPoint to determine the attack
types and volume that a DDoS mitigation system such as a firewall, UTM, or dedicated anti-
DDoS solution can mitigate, while the system under test is being attacked and forwarding
legitimate application traffic at the same time.
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Test Methodologies for IPsec VPN

IPsec Overview

The purpose of the IPsec and IKE protocols is to provide authentication, encryption and data
integrity for network traffic traveling over an insecure network, such as the Internet. Two forms
of IPsec usage normally apply:

Site to Site. This is shown in below figure. Two sites are connected through a pair of IPsec
secure gateways. The LANs at each location are presumed to be secure and the insecure
segment between the secure gateways is secured using the tunnel.

. =
: o
' - e

m : &
| — { — ] r —
Secure Tunnel E I | o

IPSec Secure IPSec Secure . ®
Gateway Gateway —
=
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Figure 27.  Site to site IPsec network

Remote Access. This is shown in below figure. In this case, the client is actually operating as
its own secure gateway.
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IPSec Secure
Gateway

L

Figure 28. Remote access IPsec network
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IPsec

IPsec ensures that network traffic is transmitted securely. It consists of a suite of protocols that
ensure data integrity, data authenticity, data confidentiality and data non-repudiation at the IP
layer. Two IPsec protocols, AH and ESP, add headers (and in the case of ESP, a trailer) to
each packet:

AH: Authentication Header. The AH protocol uses a hashing algorithm over a portion of the
packet to ensure that the packet has not been modified during transit. AH provides data
authenticity, full data integrity and data non-repudiation, but not data confidentiality.

ESP: Encapsulated Security Payload. The ESP protocol introduces a portion of the original
packet that has been encrypted, and adds a trailer to the end of the packet. ESP provides data
integrity (however only for the ESP encapsulated data, not the entire packet) and data
confidentiality by encrypting the upper-layer payload.

The headers can be used separately, or both can be used at the same time. The manner in
which these headers are used is influenced by the two modes in which IPsec can operate:
Transport mode: In transport mode, an AH or ESP header is inserted between the IP header
and the upper layer protocol header. See below figure.

Original packet

Original TCP
IP Header Header el
Transport Mode (AH)
Original AH
IP Header e TCP Payload
-t Authenticated \
Transport Mode (ESP)
Original ESP TCP Pavload ESP ESP
IP Header Header Header v Header Auth
-l Authenticated I
- Encrypted »

Figure 29. Transport mode packet format

The AH header includes a cryptographic checksum over the entire packet. The receiving end
can verify that the entire packet was received without error or modification. The ESP header
also includes a cryptographic checksum and, in addition, the packet’s payload section is
encrypted.
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Transport mode is used only in remote access connections, where the source of the packets is
also the crypto-endpoint or tunnel endpoint.

Tunnel mode: The original packet is encapsulated into a new packet that includes a new
header and AH or ESP headers, as shown in below figure.

Tunnel Mode (AH)

New AH Original
Headler Headler Header

f—eeeee. Authienticated (AH) 4>|

Tunnel Mode (ESP)

Payload

New ESP Original payload
Header Header Header YV
— Encrypted i
- Authenticated (ESP)
Tunnel Mode (AH+ESP)
New AH ESP Original o]
Header Header Header Header v

f— Encrypted i

e Authenticated (ESP) ———

le Authenticated (AH) =
Figure 30. Tunnel mode packet format

The AH header is used to authenticate the entire packet. The ESP header is used to encrypt
and authenticate the original packet. When used in combination, the original packet is encrypted
and the entire packet is authenticated.

Tunnel mode is used when a security gateway is used to perform IPsec operation on behalf of a
client computer, as is the case in LAN-to-LAN IPsec networks. The use of both AH and ESP
headers provides maximum protection.

IKEv1

The purpose of the IKE protocol is to set up the parameters that allow two IPsec endpoints to
communicate securely with each other. The set of parameters is called a security association
(SA). SAs can be unidirectional or bidirectional.

The negotiation process between IPsec endpoints involves one party acting as an initiator and
the other acting as a responder. Where parameters are being negotiated, the initiator offers the
set of authentication, encryption, and other techniques that it is ready to use with the other
endpoint. The responder tries to match this list against its own list of supported techniques. If
there is any overlap, it responds with the common subset. The initiator chooses one
combination of techniques from the responder and they proceed with the negotiated setting.

IKE negotiation is broken down into two phases:
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Phase 1. Allows two gateways (one of which may be a client acting as its own gateway) to
authenticate each other and establish communications parameters for phase 2 communications.

Phase 2. Allows two gateways to agree on IPsec communications parameters on behalf of sets
of hosts on either side of the gateway.

Phase 1

During phase 1 negotiation, two endpoints authenticate each other. Based on policies enforced
at each end, they decide that the other party is to be trusted. How two parties trust each other
can be based on one or more data items, including the following:

e Pre-shared key
¢ RSA-encrypted nonces
¢ Digital certificates using X.509

The endpoints also agree on the particular integrity and encryption algorithms to use when
exchanging their later stage phase 1 and all phase 2 messages.

Two endpoints use a single bidirectional SA at the end of their phase 1 negotiation. There are
two phase 1 negotiation modes:

Aggressive Mode. Three messages are exchanged to arrive at the bidirectional SA.

Main Mode. Six messages are exchanged to negotiate the SA. Main mode differs from
aggressive mode in that the transmitted identities used for authentication are encrypted as part
of the protocol. This keeps the identities of the two endpoints secret.

A single phase 1 SA may be used to establish any number of phase 2 SAs. During the
negotiation process, the two endpoints generate a shared secret that is used to encrypt their
further communications. This shared secret is generated using public-private key cryptography
in which two parties can generate a common data string without explicitly transmitting that data.

The set of parameters negotiated during phase1 are described in the following table.

Phase 1 negotiated parameters

PARAMETER USAGE
Mode The basic mode of phase 1 communications:
Aggressive mode: Three messages exchanged without identity protection.
Main mode: Six messages exchanged with identity protection.
DH Group The public-private cryptography used to create the shared secret uses an
algorithm called Diffie-Hellman. DH Groups are different bit length selections
used in this calculation.
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PARAMETER USAGE

Encryption The encryption algorithm used to protect communications during phase 1 and
Algorithm phase 2 message exchange. The two most common algorithms in use today are
as follows:
3DES: A 168-bit algorithm using the Digital Encryption Standard (DES) three
times.

AES: The Advanced Encryption Standard, which may be used in any bit length.
Common bit lengths are 128, 192 and 256 bit.

Integrity The cryptographic checksum used over the packet to ensure data integrity. Some
Algorithm of the most common algorithms are as follows:

MD5
SHA-1
AES-XCBS
SHA256
SHA384
SHA512

SA Lifetime The negotiated SA must be renegotiated after a period of time. This lifetime is
itself negotiated.

Phase 2
In phase 2, each of the crypto endpoints attempts to negotiate the following SAs:

An outbound IPsec SA: A unidirectional SA used to protect IPsec traffic sent to the remote
tunnel endpoint.

An inbound IPsec SA: A unidirectional SA used to process IPsec traffic received from a remote
crypto endpoint.

Phase 2 messages operate under the protection of a phase 1 SA by using the negotiated
shared secret between the gateways. In addition to negotiating integrity and encryption
parameters, they also contribute random data to be used in generating the keys for the
encryption algorithms that encrypt the payload data.

The following table describes the parameters for phase 2 negotiation.
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Phase 2 negotiated parameters

PARAMETER ‘ USAGE

Mode The basic mode of phase 2 communications:

Transport mode: The original packet header is preserved. Used only for Client to
LAN IPsec networks.

Tunnel mode: Security gateways encapsulate and encrypt the original packet.

DH Group The public-private cryptography used to create the shared secret using an
algorithm called Diffie-Hellman. DH Groups are different bit length selections
used in this calculation.

Encryption The encryption algorithm used to encrypt the data stream between the gateways
Algorithm during IPsec communications. The two most common algorithms in use today are
as follows:
3DES: A 168-bit algorithm using the Digital Encryption Standard (DES) three
times.

AES: The Advanced Encryption Standard, which may be used in any bit length.
Common bit lengths are 128, 192 and 256 bit. Aside from the classic AES flavor
like CBC (Cypher Block Chaining), other SuiteB encryption algorithms like GMAC
(Galois Message Authentication Code) or GCM (Galois Counter Mode) are
gaining momentum.

Integrity The cryptographic checksum used over the packet to ensure data integrity. Some
Algorithm of the most common algorithms are as follows:

MD5
SHA-1
SHA256
SHA384
SHA512

SA Lifetime The negotiated SA must be renegotiated after a period of time. This lifetime is
itself negotiated.

Xauth and Modecfg

IKE Extended Authentication (Xauth) is an enhancement to the existing IKE protocol. Xauth is
not a replacement for IKE; it is an extension of it. While IKE performs device authentication,
Xauth performs user authentication. Xauth user authentication occurs after IKE authentication
phase 1, but before IKE IPsec SA negotiation phase 2. With Xauth, after a device has been
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authenticated during normal IKE authentication, IKE can then authenticate a user using that
device.

Modecfg (mode-configuration) is an IPsec feature that functions like DHCP for IPsec clients.
Modecfg enables a responder to send (push) addresses (such as a private IP address, a DNS
server’s IP address) to an initiator.

Modecfg can also work in the opposite direction, with the client retrieving (pull) address
information from the server. Modecfg is typically used in remote-access scenarios, where
addresses may be part of a pool, with different privileges given to different addresses, or groups
of addresses.

Modecfg occurs right after IKE phase 1, but before IKE |IPsec SA negotiation phase 2.
IPComp

IP compression (IPComp) is a protocol that improves the performance of communications
between hosts by reducing the size of the IP datagrams sent between them.

IPsec peers can negotiate to use IPComp as part of the setup of a Child SA. A peer requesting
a Child SA can advertise that it supports one or more IPComp compression algorithms. The
other peer indicates its agreement to use IPComp by selecting one of the offered compression
algorithms.

NAT-T

NAT-T (network address translation traversal) was developed to address the problem of using
IPsec over NAT devices. NAT devices work by modifying the addresses in the IP header of a
packet. Under IPsec, this causes the packets to fail the checksum validation provided by IPsec.
To IPsec, the packets appear to have been modified in transit, something IPsec is intended to
prevent.

NAT-T detects the presence of NAT devices between two hosts, switches the IPsec function to
a non-IPsec port, and encapsulates the IPsec traffic within UDP packets. To preserve the
original source and destination port numbers, NAT-T inserts an additional header containing the
port numbers between the IP header and the ESP header.

For example, after IKE peers initiate negotiation on port 500, detect support for NAT-T, and
detect a NAT device along the path, they can negotiate to switch the IKE and UDP-
encapsulated traffic to another port, such as port 4500.

IKEv2

Version 2 of IKE, initially defined in RFC 4306, simplifies the IKE protocol. The main differences
between IKEv1 and v2 are as follows:

¢ Simplified initial exchange: In IKEv2, the initial contact between peers is accomplished
using a single exchange of four messages. IKEv1 provides a choice of eight separate
exchange mechanisms.
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Reduced setup latency: The initial exchange of two round-trips (four messages), coupled
with the ability to simultaneously set up a child Security Association (SA) on the back of that
exchange, and reduces setup latency for most common setup scenarios.

Fewer header fields and bits: The domain of interpretation (DOI), situation (SIT), and
labeled domain Identifier fields have been removed in IKEv2, as have the commit and
authentication only bits.

Fewer cryptographic mechanisms: IKEv2 protects its own packets with an ESP-based
mechanism very similar to the one it uses to protect IP payloads, simplifying implementation
and security analysis.

Increased reliability: In IKEv2, all messages must be acknowledged and sequenced (in
IKEv1, message IDs are random), which reduces the number of possible error states.

Resistance to attacks: To better resist attacks, an IKEv2 host does not do much
processing until it has satisfied itself that a potential peer is authentic. IKEv1 is vulnerable to
DoS attacks (attack by causing excessive processing) and spoofing (access using a forged
address).

In addition to the original IKEv2 specification defined in RFC 4306, a subsequent set of RFCs
were issued like:

RFC 4718 IKEv2 Clarifications and Implementation Guidelines, provided further details on
implementing IKEv2.

RFC 5996 which replaces and updates RFC 4306, and includes all the clarifications from
RFC 4718.

RFC 7296 obsoletes RFC 5996, and includes all the errata for it

Initial Exchanges

Communication between IKEv2 peers begins with exchanges of IKE_SA_INIT and IKE_AUTH
messages (in IKEv1, this is known as Phase 1). These initial exchanges normally consist of four
messages, although there may be more for some scenarios. All IKEv2 message exchanges
consist of request and response pairs.

The first pair of messages (IKE_SA_INIT) negotiate the cryptographic algorithms to be used,
exchange nonces, and exchange Diffie-Hellman values.

The second pair of messages (IKE_AUTH) authenticates the previous messages, exchanges
identities and certificates, and establishes the first Child SA. Parts of these messages are
encrypted and have their integrity protected using keys established through the IKE_SA_INIT
exchange, to hide the peers’ identities from eavesdroppers. Furthermore, all fields in all
messages are authenticated.

Initiator to Responder

The initial exchange begins with the initiator sending the following to the responder:
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¢ An IKE header that contains the security parameter indexes (SPIs), version numbers, and
has various flags set or unset.

e A payload listing the cryptographic algorithms that the initiator supports for the IKE SA.
e A payload containing the initiator's Diffie-Hellman value.

¢ A payload containing the initiator's nonce (a random or pseudo-random number that is used
only once in a session).

Responder to Initiator
The responder replies to the initiator with the following:

e A payload naming the cryptographic suite selected by the responder from those offered by
the initiator.

e A payload containing the responder’s Diffie-Hellman value.
e A payload containing the responder’s nonce value.
e Optionally, the responder may send a certificate request as well.

At this point in the negotiation, each peer uses the nonces and Diffie-Hellman values to
generate the seed values to be used in turn to generate all the keys derived for the IKE SA.
Keys are generated for encryption and integrity protection (authentication); separate keys are
generated for each function in each direction.

An additional value is derived from the Diffie-Hellman values, to be used to generate keys for
child SAs.

Beyond this point, all parts of the messages exchanged between the peers are encrypted and
authenticated, except for the headers.

Initiator to Responder

In the next series of exchanges, the initiator asserts its identity, proves that it knows the secret
corresponding to identity and integrity, and protects the contents of the first message using the
AUTH payload. If a certificate was requested, it may return the certificate and a list of its trust
anchors. If it does send a certificate, the first certificate provided contains the public key used to
verify the AUTH field. At this stage, if the responder hosts multiple identities at the same IP
address, the initiator can specify with which of the identities it wants to communicate. The
initiator next begins negotiating a child SA.

Responder to Initiator

The responder replies by asserting its own identity, optionally sending one or more certificates
(again with the certificate containing the public key used to verify AUTH listed first),
authenticates its identity and protects the integrity of the second message with the AUTH
payload, and completes negotiation of a Child SA.
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Child SAs

What is referred to in IKEv1 as a phase 2 exchange is known in IKEv2 as a Child SA. A Child
SA consists of a single request and response pair of messages, and can be initiated by either
peer after the initial exchanges are completed.

All messages following the initial exchange are cryptographically protected using the
cryptographic algorithms and keys negotiated in the first two messages of the IKE exchange.
Because either endpoint can initiate a Child SA, the term initiator in the context of a Child SA
exchange refers to the endpoint that initiates the Child SA. The first Child SA is established
using messages 3 and 4 of the initial IKE SA exchange, and establishes the parameters for
using ESP, AH, and IPComp. Subsequent Child SAs can be initiated to create a new IPsec SA
or to perform rekeying of the IKE SA in 2 messages.

Deleting an IKE SA automatically deletes all Child SAs based on it; deleting a Child SA deletes
only that Child SA. Unless the Child SA is being used for rekeying, the Child SA exchange
includes a Traffic Selector payload. A traffic selector is an address or range of addresses that
an IPsec gateway uses to decide what to do with an inbound packet. Traffic Selector payloads
specify the selection criteria for packets to be forwarded over SAs.

If an IPsec gateway receives an IP packet that matches a 'protect' selector in its Security Policy
Database (SPD), it must protect that packet with IPsec. If there is no SA established, it must
create one.

The portion of the Child SA message after the header is encrypted, and the entire message
(including the header) is integrity protected (authenticated) using the cryptographic algorithms
negotiated for the IKE SA.

Requesting Internal Addresses on Remote Networks

IKEv2 includes a mechanism for external hosts to obtain a temporary IP address for a host on a
network protected by a security gateway. This mechanism, described in section 2.19 of RFC
4306, involves adding a Configuration Payload (CP) request to Child SA request.

When a security gateway receives a CP request for an address, it can either obtain an address
from an internal pool or it may query external servers (such as DHCP or BOOTP servers) to
obtain the address. To return the address, the gateway returns a CP reply.

This mechanism provides IKEv2 with functionality similar to XAUTH and MODE-CFG in IKEv1.
Informational Exchanges

At various points during the life of an IKE SA, the peers may need to send messages to each
other regarding control parameters, errors, or notice of certain events. To accomplish this,
IKEv2 defines an Informational exchange. Informational exchanges occur only after the initial
exchanges and are cryptographically protected with the IKE SA’s negotiated keys.

Messages in an information exchange contain zero or more notification, delete, and
configuration payloads. An Informational request may contain no payload. In this event, the
exchange functions as a Keep Alive message and response.
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The recipient of an Informational request always sends a response to it; otherwise, the sender
would assume that the message was lost and retransmit it.

Cookies

IKEv1 supported cookies, and IKEv2 continues that support. Internet security association and
key management protocol (ISAKMP) fixed message header includes two eight-octet fields titled
'‘cookies,' and that syntax is used by both IKEv1 and IKEv2, though in IKEv2, they are referred
to as the IKE SPI and there is a new separate field in a Notify payload holding the cookie.

Rekeying

Rekeying refers to the re-establishment of SAs to replace SAs that have expired or are about to
expire. If attempts to rekey an SA fail, the SA and its Child SAs are terminated. The peers can
then negotiate new SAs.

To improve the performance and reduce the potential number of lost packets, most IKE v2
implementations allow SAs to be rekeyed before they expire (in-place rekeying). To rekey a
Child SA within an existing SA, a new, equivalent Child SA is created and the old one is deleted.
To rekey an SA, a new equivalent SA is created with the peer. The new SA inherits all the
original SA's Child SAs, and the old SA is deleted by sending a message containing a 'Delete’
payload over it. The Delete payload is always the last request sent over an SA that terminates
normally.

In IKEv1, peers negotiated SA lifetimes with each other. In IKEv2, each peer selects its own
lifetime for an SA, and is responsible for rekeying the SA, when necessary. If the two peers
select different lifetimes, the peer that selects the shorter lifetime initiates rekeying.

If an SA and its child SAs have carried no traffic for a long time and if its endpoint would not
have initiated the SA without any traffic for it, the endpoint may close the SA when its lifetime
expires, instead of rekeying it.

Some IKE peers may impose a random delay before initiating rekeying. This is done to prevent
a collision-like situation in which both peers select identical lifetimes for an SA, and then
simultaneously attempt to rekey it, potentially resulting in duplicate SAs.

IKEv2 does not prohibit duplicate SAs. RFC 4306 states that endpoints can establish multiple
SAs between them that have the same traffic selectors to apply different traffic quality of service
(QoS) attributes to the SAs.

EAP

In addition to authentication using public key signatures and shared secrets, IKEv2 continues to
support the Extensible Authentication Protocol (EAP), which is defined in RFC 3748.

EAP is typically used in scenarios requiring asymmetric authentication, such as users
authenticating themselves to a server. For this reason, EAP is typically used to authenticate the
initiator to the responder, and in return, the responder authenticates itself to the initiator using a
public key signature.

EAP is implemented in IKEv2 as an additional series of AUTH exchanges that must be
completed to initialize the IKE SA.



Test Methodologies for IPsec VPN

If an initiator wants to use EAP to authenticate itself, it indicates that by omitting the AUTH
payload from message 3 of the initial IKE message exchange. Because it has sent an ID
payload, but not an AUTH payload, the initiator has declared an identity, but has not proven it. If
the responder is willing to allow authentication by EAP, it places an EAP payload in message 4
and defers sending further IKE messages until it has authenticated the initiator in a subsequent
AUTH exchange.

Using BreakingPoint for IPsec testing

BreakingPoint tests a DUT for control plane-related metrics like scalability (the number of
tunnels that it can create) and performance (the rate at which it creates them), but mainly from
the data-plane perspective for performance (the real application traffic load it can sustain) and
security resilience (running malicious traffic) over IPsec tunnels.

This section describes some of the common VPN scenarios and how BreakingPoint terminology
compares with an actual VPN.

Similarly, a number of test cases will follow to emphasize most of the common aspects that
need to be considered and tested in any IPsec-enabled environment.

BreakingPoint tests an IPsec security gateway DUT by emulating other IPsec gateways
connected to one side of the DUT and the servers on the other side of the gateway, as shown in
the following figure.

Public Side — protected traffic Private Side — clear text traffic

DUT: IPsec
Secure

Gateway
Secure Tunnels

Emulated Hosts

Emulated Emulated (Protected Hosts)

Users IPsec
Gateways

Above figure shows that BreakingPoint emulates IPsec secure gateways, and the attached
users or clients. IPsec tunnels are set up for the links between the emulated IPsec gateways
and the DUT.

The emulated remote IPsec gateways are termed IPsec Routers (configured in the Network
Neighborhood) in BreakingPoint. The emulated user behind the remote IPsec gateway is
configured as a Static Host encapsulated in the IPsec Router container (all configuration done in
the Network Neighborhood). The BreakingPoint test ports that emulate IPsec Routers and their
attached endpoints are referred to as Public Side ports.
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BreakingPoint also emulates the hosts on the private network, which are the targets of the
phase 2/child SAs established by the IPsec Routers. The emulated hosts in the private network
that are the data destination endpoints are configured as Static Hosts elements without any
other encapsulation and directly connected to the physical interface. The BreakingPoint ports
that emulate the private hosts are called Protected Hosts ports or Private Side ports.

The DUT is assumed to be an IPsec gateway. Two of the DUT’s ports are used during testing:

The below figure shows how BreakingPoint compares with a real VPN.

Public Private
port port

Gateway Insecure public Switch / Router DUT: IPSec Gateway

network

Switch / Router DUT: IPSec Gateway

Public Private

Ixia il
port port

BreakingPoint
TestBlade

The Public Port is connected to the public, insecure network (emulated by the BreakingPoint
IPsec Router port) and carries IKE communications and IPsec traffic. The address of the
DUT interface that is used for establishing IPsec tunnels with the emulated IPsec gateways
is referred to as the IKE Peer Address.

The Private Port is connected to the private, secure network (emulated by the Protected
Hosts port) and carries cleartext traffic. The address of the interface that is used to forward
clear text traffic to the Protected Hosts is referred to as the Private Port IP Address.

Subnet Subnet Subnet

Protected Hosts
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Overview

With the advent of converged networks, security is becoming a prime concern. Protecting data
through encryption is facing an unprecedented growth in demand, but at the same time, high
transfer rates must be achieved using small or large packets, or a mix of frame sizes. It is
needless to mention that even if stronger Encryption or Encryption at all is going to be deployed,
users won't accept service performance degradation. Therefore, proper capacity and resource
planning is a must.

IPsec is one of the most widely used VPN technology. Because it provides protection at the IP
level (Layer 3), it can be deployed to secure communication between a pair of gateways, a pair
of endpoints, or even between a gateway and an endpoint. It offers the security features that are
required in the enterprise and service provider infrastructures.

Before information can be transferred, an IPsec tunnel is established between two security
gateways (SGs) using a two-phase process. Phase 1 establishes communications between the
SGs, while Phase 2 establishes the communication for the network behind the SGs. Only after
the completion of Phase 2, the tunnel is considered established, and the data sessions between
the source and destination hosts can be validated.

Depending on the deployment model, data is securely transferred over a small number of IPsec
tunnels or across a high number of concurrent tunnels.

Because of the protocol complexity, IPsec performance can have degradations due to a large
diversity of factors. Depending on the architecture of every DUT, its capacity to encrypt and
decrypt traffic may be more or less impacted.

Data rates performance is primarily affected by the following factors:

o Encryption algorithm type (DES/3DES/AES) and its key length (128, 192, 256 bit)
o DES (56 bit) and 3DES (168 bit)
o AES128 (128 bit), AES192 (192 bit) and AES256 (256 bit)
o Null

A sample result highlighting the throughput performance of a security gateway while using
different encryption algorithms is shown in the following figure:
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o Key size of the encryption algorithm

o For example: 128 bit, 192 bit or 256 bit for AES encryption (see sample results in the
preceding figure)

¢ Hash Algorithm type (HMAC-MD5 vs. HMAC-SHA1 or HMAC-SHA1)

o HMAC-MD?5 is expected to have a better performance compared with HMAC-SHA1 or
HMAC-SHAZ2 because of the size of the secret key, which is 128 bytes compared with
160 bytes for SHA1

e The traffic type

o small packets versus large packets versus IMIX

o UDP versus TCP

o stateless versus stateful

o data traffic versus voice traffic
e Number of concurrent tunnels that are concurrently used to exchange traffic
e The overall IPsec rekey rate

o Rekeying may degrade performance by increasing frame loss because of tunnel
renegotiation

The definitive confirmation that the IPsec solution is performing as expected occurs only if it is
being validated under the same conditions as in the production deployments. This implies a
high-fidelity reproduction of upper layer application data type, load, and distribution.

It is not surprising nor uncommon for certain issues to occur only in very specific environments,
caused by hard-to-identify triggers in the application behavior.
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Objective

This test methodology provides step-by-step instructions that demonstrate how to configure
BreakingPoint to determine the maximum traffic load that can be performed over 100 IPsec
tunnels by using a real-life application traffic blend.

The test topology consists of a remote access deployment where one BreakingPoint test port
emulates 100 IPsec clients connected to the public interface of the DUT (IPsec VPN Gateway).
The second test port emulates the protected IP endpoints located behind the private interface of
the DUT.

Public Side Private Side
Public Port Private Port
IP Address IP Address
) ™ x
DUT: IPsec
Gateway
BrgakingPoint port BreakingPoint port
Emulating IPsec Gateways Emulating Protected Hosts

Figure 33. Test Topology

Step-by-Step Instructions

Defining the Network and Traffic Flows

1. Using a web browser, connect to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

« C' | (X b#ps//10.219.132,60/sessi0ns

IXIQ WEB APPS

=

BREAKINGPOINT

BREAKINGPOINT

BreakingPoint devices enabla companies
scalating threats. Only BreakingPoint
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2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER TES MANAGERS

The Admin

£ Create a Test Brea king

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com

b. In the new screen select the physical ports that are to be used in the test:

Derice Status

10.219.132.60

Slot 1110G 092096

IXla

PerfectStorm ONE

Settings

In this example, we will use physical ports 0 and 1 from the PerfectStorm One appliance.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.
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c. Once the proper test ports have been selected click on the back arrow to return to the
initial screen:

COMTROL CEMTER

Device Status

Slat 11105
196

TEST MAMNAGERS
Mew Test
Open Test
Import Test
Open Recent Tests

Fun Recent

Quick Test

4. The new Test Workspace page has multiple sections that allow us to virtually control all
aspects of the test. One of the most important such sections is the Network Neighborhood
pane, which allows us to configure the MAC and IP layer stack parameters like MAC
address VLANSs, IP addressing scheme, MTU, etc.

Since IPsec is an OSI Layer 3 technology, it is being configured as part of the Network
Neighborhood.

5. To create a new Network Neighborhood that will emulate our IPsec scenarios follow the
steps below:
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From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER MAMNAGERS

Device Status
Administration

Device Under Test

Mew Neighborhood
OPEN MEm b wwu

Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session
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b. Select the DUT type used for the test, and a corresponding default Network
Neighborhood will be created:

CONTROL CENTER MAMNAGERS

Network Neighborhood

| \What type of device are you testing?

IPSec

SWITCH . :
This network simulates IPSec.

ROUTER
= - ’ . = Network Description:
CORE ROUTER

IPSec description

NAT / PROXY

Subnet

LTE EPC

LTE MME

3G PACKET CORE

SERVER

CUSTOM

Select

Since the purpose of this test case is to emulate an IPsec environment, we will use IPSEC as
DUT type.

c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

Create New Network Nelghborhood

MNew Network Neighborhood Name:
|IP5ec Remote Access

] overwrite existing Network

m@
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i.  According to the DUT type we previously selected, a default Network Neighborhood
will be created. Since we chose IPSEC DUT type, the following elements are
automatically created:

» Two INTERFACES: Provides access to interface level parameters like MTU,
MAC, Impairments, and Packet Filters.

* One IPsec IPv4 Router: configures the external IP address of the Emulated

IPsec clients
PARAMETER CONFIGURED COMMENTS
VALUE
Container Interface 1 The Interface number that the emulated IPsec clients resides
on.
IP Address 1.0.0.2 The external IP address of the first emulated IPsec client
Gateway IP 1.0.0.1 The IP address of the local network gateway. Used in case
Address the DUT (VPN Concentrator) is on a different IP subnet than

the emulated IPsec clients

Netmask 8 The prefix length
IKE Peer 1.0.0.1 The IP address of the DUT (VPN Concentrator). This IP
Address address will be used as the destination IP address of the

initiated IPsec tunnel.

In our case the DUT is on the same subnet as the emulated
IPsec clients

Config ipsec_config_1 This parameter points to the IPSEC Configuration element
(which defines the IPsec local policy) used by the IPsec
clients emulated within this range (see below point)

= One IPsec Configuration: defines the IPsec local policy (needs to match the
policy defined on the DUT for the IPsec tunnels to be successful). The following

Find us at www.keysight.com

Page 166



Test Methodologies for IPsec VPN

table summarizes the IPsec settings available in this element and the values
configured for our test:

PARAMETER

CONFIGURED
VALUE

COMMENTS

IKE Version IKEv2 Defines the IKE version to be used

IKE Mode none When using IKEv1 there are to modes supported: Maine
mode or Aggressive mode.

1-to-1 IKE Unchecked (default) | This options should be used only when running back-to-

peers back tests.
When checked, the outer IP address of the IKE Peer
Address will be incremented with 0.0.0.1 for each emulated
tunnel.
When uncheck, a single IP address will be used as a
destination for the IKE messages (the IKE Peer Address).

PSK ipsectest The value of the PreSharedKey

Left ID none The identity value for the emulated IPsec gateways. Identity
will be sent as xike-ng.
Use prefix @ to highlight “Identity Type = FQDN”; the value
following the prefix represents the FQDN (in this case xike-
ng)
To define “Identity Type = User FQDN” place the @ symbol
between username and FQDN (e.g.: admin@ixiacom.com)
To use “Identity Type = IP ADDRESS” leave the field empty.
The IP address of each gateway will be used for
identification.

Right ID none The identity of the IPsec responder (StrongSwan Gateway).
Use same guidelines as in Left ID to define other Identity
Types

IKE DH modp-1536 (5) IKE Diffie - Hellman Group

IKE Encryption | aes128-cbc Phase1 encryption algorithm

IKE Integrity hmac-sha1 Phase1 authentication algorithm
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CONFIGURED

VALUE

COMMENTS

Outstanding

IKE PRF hmac-sha1 Hashing algorithm for the Pseudo Random Function

IKE Lifetime 86400 IKE Lifetime in seconds

ESP Encryption | aes128-cbc Phase2 encryption algorithm

ESP Integrity hmac-sha1 Phase2 integrity algorithm

ESP Lifetime 3600 Phase? Lifetime

PFS modp-1536 (5) Perfect Forwarding Secrecy

NAT Traversal disabled NAT-T detects the presence of NAT devices between two
hosts, switches the IPsec function to a non-IPsec port, and
encapsulates the IPsec traffic within UDP packets. To
preserve the original source and destination port numbers,
NAT-T inserts an additional header containing the port
numbers between the IP header and the ESP header. For
example, after IKE peers initiate negotiation on port 500,
detect support for NAT-T, and detect a NAT device along
the path, they can negotiate to switch the IKE and UDP-
encapsulated traffic to another port, such as port 4500 (the
BreakingPoint IPsec plug-in listens on port 4500 to establish
a connection for IKEv2.).

Debug Logging | disabled Used only for debug purposes. When enabled, verbose
debug info is logged which can impact the performance.

Initiation Rate 10 IPsec tunnel initiation rate

Max 0 Upon tunnel initiation, the tunnels will move to a pending

state waiting to be established. This parameter defines the
maximum number of tunnels that can be in pending state
(outstanding). Once this maximum threshold is hit, tunnel
initiation will wait until some tunnels will connect.

To configure an unlimited number of IPsec tunnels set this
parameter to 0.
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PARAMETER CONFIGURED

VALUE

COMMENTS

Interval

Tunnel Setup 600 The time in seconds an IPsec tunnels waits for responses
Time until moving to failed state
Retransmission | 3 The time interval in seconds at which IKE retransmissions

will happen

Rekey margin 10 The amount of time before SA expiration when rekeying

should start.

Initial Contact enabled Enables transmission of the INITIAL CONTACT payload
which notifies the peer IPsec gateway that the current IKE

SA is the only one currently active

Enable Xauth Off XAUTH performs user authentication. XAUTH user
authentication occurs after IKE authentication phase 1, but
before IPsec SA negotiation phase 2. With XAUTH, once a
device has been authenticated during normal IKE
authentication, IKE can then also authenticate the user of

that device.

UserName None The username in case Xauth is enabled

Password none The password in case Xauth is enabled

Send Wildcard | disabled It enables the transmission of wildcard for the TSr
TSr with (responder TrafficSelectors) when using Remote Access
ModeCFG with ModeCFG

» Two IPv4 STATIC HOSTS: These will represent the actual endpoints that will be
performing traffic through the IPsec tunnel. In this example, we will use:

a. One host simulating the endpoints that will sit on the emulated IPsec client:

PARAMETER | CONFIGURED COMMENTS

VALUE

Container IPsec Router IF1 Traffic generated by this host will be encapsulated in the

corresponding IPsec tunnel configured as the container.
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CONFIGURED
VALUE

COMMENTS

Base IP
Address

0.0.0.0

For Remote Access scenarios, the inner IP address
(protected by the IPsec tunnel) will get acquired from the
DUT (VPN Concentrator) using ModeCFG.

To run site-to-site tests, the Base IP address needs to be
configured to the base address of the hosts that will be
protected (hence located “behind”) by the emulated IPsec
Gateways.

Count

100

The number of emulated IPsec clients. Each emulated IPsec
tunnel has a single endpoint “behind” it. When emulating
multiple IPsec clients, the IP Address of the IPsec IPv4
Router element will increment with 0.0.0.1 for each emulated
tunnel.

Gateway IP
Address

<empty>

Since the traffic will be tunneled through the IPsec tunnel
there is no need to configure it.

Netmask

<empty>

The prefix length. Also used as traffic selectors. When the
container of this entry is set to an IPsec router, the value of
the Netmask will be automatically overridden to /32.

PSN Address

2.0.0.0

The IP address of the endpoints located on the cleartext side.

This parameter will be used as remote traffic selectors and
usually in a two arm test, it should match the IP address
configured in the IPv4 Static Hosts element on the cleartext
side,

PSN Netmask

The prefix length of the endpoints located on the cleartext
side. This parameter will be used as remote traffic selectors
and usually in a two-arm test, it should match the prefix
length configured in the IPv4 Static Hosts element on the
cleartext side,

The second host as the endpoint that will be located behind the DUT (VPN
Concentarator), on the protected network hence running cleartext traffic.
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PARAMETER | CONFIGURED COMMENTS

VALUE

Container Interface 2 The hosts defined in this entry are located on the cleartext
side therefore they will receive and generated unencrypted
traffic. Such hosts are directly configured on the physical
interface without the IPsec container.

Base IP 2.0.0.2 The IP address of the clertext hosts.

Address

Count 2 The number of clertext hosts.

Gateway IP 2.0.0.1 The Gateway IP address used by the clertext hosts.
Address

Netmask 8 The prefix length of the clertext hosts.

PSN Address <empty> Since the cleartext host have no IPsec tunneling the PSN

Address and Netmask are not applicable,

PSN Netmask <empty> Since the cleartext host have no IPsec tunneling the PSN
Address and Netmask are not applicable,

eS| Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS | @ Lock Network Neighborhood to This User [l

¥ INTERFACE: (2) | Untagged Virtual Interface

Number MAC Address Duplicate MAC Address WLAN Key Ignore Pause Frames Description

02:1A:C5:01:00:00 Outer VLAN | ~ |
02:14:C5:02:00:00 [Outer VLAN | |

Gateway IP Address Netmask IKE Peer Address

ipsec_config_1

| IPsec Configuration

| Simulated IPv4 endpoints
Container Tags Base IP Address Gateway IP Address Netn

Static Hosts i1_default IPsec Router IF1 ~ || Lab Client, i1_default

Static Hosts i2_default [tnterface 2 [+ | Lab Server,i2_defautt
|

To better understand how these Network Neighborhood elements are mapping to our test
scenario please refer to below diagram:
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Public Side

1.0.0.2/8

1.0.0.0/8

1.0.0.101/8

BreakingPoint port
Emulating IPsec Gateways

Public Port Private Port
IP Address IP Address
\\ i //
™ &
1.0.0.1/8 | 2.0.0.1/8

DUT: IPsec
Gateway

Figure 34. Test Topology

Private Side

2.0.0.2/8

2.0.0.3/8

BreakingPoint port
Emulating Protected Hosts

Note: Special consideration needs to be given to the effects caused by the additional IPsec
overhead on the public or encrypted interface. To avoid fragmentation at the DUT level, make
sure that the frames generated by the protected hosts (i.e. interface 2 in our example) plus the
additional IPsec overhead to be added by the DUT is not greater than the MTU on the public or
encrypted link. For that either lower the MTU on the protected or cleartext link (e.g. to an
appropriate value — for example 1300 Bytes) or use a traffic profile that generate packets up to

that value (e.g. 1300 Bytes).

IPsec Remote Access

@gg Diagram Mode ADD NEW ELEMENT

Interface 1

Interface 2

[ v INTERFACE: (2)
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ii. Save the new Network Neighborhood configuration by clicking the Save button
located on the lower right corner:

Close

= Click on the back arrow to return to the main test screen:

IPsec Remote Access

_Entrymode TS| ADDNEWELEMENT

[ v INTERFACE: (2) |

Number MTU

Interface 1
Interface 2

Now that the required IPsec-enabled Network Neighborhood has been configured, the rest of
the test, containing the Application traffic can be configured as well

6. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse Network

i

IPsec Remote Access

Close
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7. Click on the ADD NEW button from the Test Components section. Choose Application
Simulator from the selection list and click on Select button:

Add a Compeonent

. . . This component measures
! Application Simulator the device's ability to handle
a variety of application layer
[T A traffic flows. It generates
realistic application traffic
. . . flows, and validates that they
Client Simulation are passed correctly by the

device.
Recreate

Routing Robot
Security
Security NP
Session Sender

Stack Scrambler (Fuzzer)

Cancel

8. Tick the Use Template checkbox then select Service Provider Apps as a template.
Optionally, rename the component to something more meaningful like Application Traffic
and click Create button:

Add a Component

Application Traffic sery Template Name:
Service Provider Apps
Multicast Server Example

Service Provider Apps Template Description:

Generate realistic application traffic
flows representative

of a service provider network.

[ Use Template

Back Cancel Create

This canned template generates realistic application traffic representative of a service provider
network. However, to increase the relevance of this test case the actual application profile
should be configured (using the corresponding Superflows) to match as close as possible the
traffic mix and distribution seen in the particular production deployment.
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9. Anew entry (i.e. Application Traffic) will be created under Application Simulator Test
Component. Click on the newly created component to edit its parameters:

S| TestComponents @, (|| A0D NEW 4|

& Application Simulator (1)

Q  Application Traffic

10. In the next steps, we will configure the AppSim test component:

a. Inthe Component Tags section, make sure to assign the proper interface tags:

= For the Client Tags assign the tag corresponding to the /Pv4 Static Host
Network Neighborhood element emulating the IPsec clients.

» For the Server Tags assign the tag corresponding to the /Pv4 Static Host
Network Neighborhood element emulating the cleartext hosts:

Component Tags What's This?

i1_default

i2_default
Lab Client
Lab S2rver

Server Tags

Lab Server

b. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test since
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we have used a template, most of the parameters can be left with their existing value
except the following parameters:

c. Data Rate: check the Unlimited Data Rate option so that the test will not be limited by
the amount of generated throughput. Instead the traffic load will be controlled by the
number of Superflows per second as configured below.

d. Maximum Simultaneous Superflows: Configure this value to the total number of
simultaneous Superflows targeted to be achieved by the legitimate users. For this
example, we will use 100,000.

e. Maximum Super Flows Per Second: set the value to the maximum desired value (for
this test we will set it to 1,000).

f. Configure the legitimate traffic pattern using the Load Profile section:

i Click on the Load Profile button:

Current Load Profile: s Stair Step 0:00:39

i Parameters Save As Template [ Load a Template ]

Clear

L

ii. Change the Ramp Up Duration to 1 seconds.

iii.  Configure Steady State Duration to 5 minutes.

iv.  Configure Ramp Down Duration to 1 minute.

Phase Settings - Default Mode

RAMP UP STEADY STATE RAMP DOWN
Ramp Up Behavior Steady State Behavior Ramp Down Eehavior
Full Open Open and Close Sessions Full Close
Ramp Up Duration Steady State Duration Ramp Down Duration
0o 0o 01 0o 05 0o 0o 01 0o
Hour Minute Second Hour Minute Second Hour Minute Second

SYN Only Retry Mode
Obey Retry Count

In this example, the AppSim component is configured to generate legitimate traffic for a duration
of 6 minutes and 1 second.
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v.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Create New / Browse Return to Component Settings

Vi. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

11. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:

Device Under Test

BreakingPoint Default

Test Status Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

12. Select Save and Run from the lower right corner:

Save As Save and Run

13. If the test has not previously been saved, enter a name for the test and click Save:
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save As x

IPsec application performance]

Run the test, and while the test is running, continue to monitor the DUT with respect to the
target rate and any failure/error counters. See the Results Analysis section for important
statistics and diagnostics information.

In most cases, interpretation of the statistics is non-trivial, including what they mean under
different circumstances. The Results Analysis section that follows provides a diagnostics-
based approach to highlight some common scenarios, the statistics being reported, and how to
interpret them.

In case the DUT is able to successfully sustain the traffic load up to the maximum configured
value without any failures, the test target load needs to be further increased and the test re-run
again. To determine when the DUT has reached its MAX_Capability, see the Results Analysis
section on interpreting results before making a decision.

Results Analysis

The maximum load performance test requires an iterative method in which the test is gradually
increasing the traffic rate, allowing enough time to correctly evaluate in a relevant manner the
device behavior for any discreet value.

Test Variables

The main test variables impacting the throughput are as follows:

PARAMETER CURRENT COMMENTS
NAME VALUE
MSS Value 1460 bytes Available options
MSS value is user configurable (see AppSim component
setting).

Data Rate Performance
Higher degradation for smaller MSS values.
Recommended Trials

Repeat the test for the following MSS values: 64, 128, 256,
512, and 1024 bytes.
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PARAMETER CURRENT COMMENTS
NAME VALUE

Phase 1 & 2 AES128 Available options:

Encryption

Algorithm Null, DES, 3DES, AES 128/192/256
Data Rate Performance
Repeat the test for DES, 3DES, and AES256.
Recommended Trials
Repeat the test for Null, DES, 3DES, and AES256,

Phase 1 & Phase 2 HMAC-SHA1 Available options:

Hash Algorithm MD5, HMAC-SHA1, HMAC-SHA256, HMAC-SHA384,
HMAC-SHA512
Data Rate Performance
HMAC-MD?5 is expected to have a better performance than
HMAC-SHA1 because of the size of the secret key.
Similarly, HMAC-SHA256 and HMAC-SHA512 will exhibit a
certain degradation.
Recommended Trials
Repeat the test for HMAC-MDS5, HMAC-SHA256 and
HMAC-SHA512.

Traffic Type Pre-canned Available options:

Service Provider
Mix

UDP, TCP

Stateful application traffic
Security Strikes

Data Rate Performance

Higher degradation when small frames and stateful traffic is
used.

Recommended Trials

Trials using custom application mix that matches the traffic
profile from the end customer deployment production
networks

The following key performance statistics (specified in below section) must be monitored. The
importance of these statistics is that it helps identify if the device has reached its saturation
point, and identify issues. Also, interpreting the results in the correct manner will ensure that
transient network, device or test tool behavior do not create a false negative condition.
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After the test is started and initialized, the screen will automatically switch to the Real Time

Statistics window.

First, the IPsec tab should be verified to ensure that all the initiated IPsec tunnels have been
established (in the same page the Tunnel Setup rate is displayed as well):

Summary Interface

Application

Client Attacks GTP lesources

m Request Rate

m Completed Rate

Teardown Rate

Tunnel Rate

Reguest Rate: O
Connection Rate: 0

Teardown Rate: 0

The Summary tab presents basic metrics that provide a good understanding of the overall test

‘ (Requested: 100 Connected: 100 Torn-down: O
S——=""Tunnel Rate S— Bandwidth
2.1 Foo
1.68 Se0
1.26 420
0.24 280
0.42 140
0 m = === = = o = = = e e m == == = === ol |
66 secs 74 secs 81 secs 89 secs 96 secs 104 66 secs 74 secs 81 secs 89 secs 96 secs 104

secs

Tx Rate m Rx Rate

Megabits per sec

Tx Rate: 69.13
Ri Rate: 367.4 |

progress, the most relevant for our test case being TCP Connection Rate, Cumulative
Connections, as well as Interface Bandwidth and Frame Rate.

Interface TCP

Application Transaction Rate

Attempted: 2768
Successful: 2763
Failed: 0

Application Transactions

Attermpted: 481209
Successful: 480365
Failed: 0

Concurrent Flows

Superflows: 747
TCP Flows: 855
UDP Flows: 2
SCTP Flows: 0

Client

Attempted: 1280
Established: 1288
Cloged: 1302

Cumula

Client
Attermpted: 222260
Established: 222212
Closed (FIN): 221255
Close (RST: 0O

Application

Syniick (ms): 26.003

Client Attacks GTP

Interface Stats

Server
Established: 1257 Bandwidth
Closed: 1310 Ty (Mbps); 561.1

R (Mbps): 5853.5

Frame Rate
Tx (Fps): 135100
R (Fps): 130700

Server
Established: 222171
Closed (FIN): 221220

Close (RET): O Cumulative Frames

Tu: 22845622
R 22158074

Ethernet MAC Errors: NAA

1st Byte (ms): 51.87
Close (ms): 23.935

Duration (ms): 505.712

The Interface tab provides instant access to key statistics that enable visibility into the
encryption and decryption forwarding performance of the DUT:
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Summary TCP 5 IPSec

Frame Rate Data Rate
(FramesiSec) [MBit/Sec)

R T Rx Tx
E Interface 1 72980 73170 652 118.3
Ethemef MAG emors: g
v Interface 2 3190 72900 76.2 514.5
Ethemef MAC errors: g

1

Special consideration should be given for these counters since the IPsec side interface includes
the IPsec overhead as well.

Beside the real-time statistics, detailed post-test analysis can be performed. In the lower left
corner of the Real Time Statistics window, select the graph button to view detailed results. This
will open the results in a new browser window.

On the left side of the detailed report window is the navigation panel, where you can navigate
and browse the results. The results and test information will be displayed on the right side of the
browser:

MNavigate ~ 7 | l1Psec application performance

| | IPsec application petformance 5 Test Environment
D Revision History 5.1. Settings

D SYnopsis
| | Table of Conterits

[meed override
[ata rate reporing type

D Test Environment 5.2. Interfaces

[# Detailed Surnmarized Statistics

= D Test Results For Application Traffic

Component Descripkion

5.3. Impairments

Test Component Criteria

Rl 5.4. Packet Filtering

#pp Profile Summaty
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Further IPsec related metrics are located under Aggregated Stats -> Detail:

Aside from the IPsec related statistics various upper layer protocol and application metrics
needs to be investigated. In the test report, under Test Results for Application Traffic various
such related KPIs can be located such as:

o Application Transaction Summary for aggregated application transaction successes of
failures

o Application Summary for overall potential application failures
o TCP Summary to inspect various retries or resets counters

e TCP latency metrics like TCP Setup Time, TCP Response Time, TCP Close Time
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Additionally, for deeper investigation and traffic analysis the Detail section offers even more
granular data points for every individual protocol and Superflow, Application Response Time
and many others:

=]
+|
+|
+|
+|
+|
+|
+|
+|

Conclusions

This test methodology demonstrates how to configure BreakingPoint to determine the maximum
application data rates that can be securely transmitted over 100 IPsec tunnels and reviews
some of the main parameters that affect the data rate performance.
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Test Methodologies for Traffic Fuzzing and Negative Testing
Test Case: Fuzzing

Overview

Fuzzing is an effective way to measure the DUTS’ reliability when handling invalid input. This
type of testing is a cost-efficient method of negative testing to find issues that are difficult and
time-consuming to find manually.

In the Stack Scrambler component, BreakingPoint provides capabilities to generate fuzzed
network traffic.

Objective

The objective of this test case is to validate the DUT’s capabilities to properly handle various
levels of invalid traffic. In this test BreakingPoint will generate TCP traffic, 10% of the packets
having invalid TCP flags. The expectation is that the DUT will properly handle the valid traffic
and do not crash or degrade the performance due the invalid traffic.

Setup

The setup requires at least one server and one client port. The TCP client traffic will pass
through the DUT to reach the TCP server. The TCP client and server are connected to the DUT
as per below diagram:

198.18.0.2-1001/16 198.19.0.2-1001/16

* 4 Fuzzed traffic
E 158.18.0.1/16 U 198.15.0.1/16 ] ]
P— . W .. W m . m .
=] © ) =—3
= =
E==10 74 E]E]E] mﬁ]ﬁ]
DUT:
FWINGFW @
BreakingPoint Emulated ) ;
Clients BreakingPoint Emulated
Servers

Figure 35. Test setup

Step-by-Step Instructions

General recommendation: configure the test tool to run a baseline test, which is a BreakingPoint
port-to-port test, to verify the test tool's performance. Note that the network configurations must
change between running the port-to-port and DUT test. Physical cabling will change to connect
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the test ports to the DUT. A layer 2 switch that has a high-performance backplane is
recommended in a switched environment. Once you have obtained the baseline performance,
setup the DUT and the test tool as per the above test diagram and below step by step
instructions.

1. Open a Web browser and connect to the BreakingPoint Web GUI.
2. Reserve the test ports to be used in the physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER 5 MANAGERS

The Admin

> Create a Test Breaking

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com

b. Inthe new screen select the physical ports that are to be used in the test. Please note
that in this example, a Perfect Storm One appliance is used.

Device Status

10.219.132.60

Slot 1/10G

IXlad

PerfectStorm ONE

Settings

In this example, we will use ports 0 and 1 of the Perfect Storm ONE 8x10GE appliance.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.
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c. Once the proper test ports have been selected click on the back arrow to return to the
initial screen:

Device Status

Slot 1/10G
196

Settings

3. Next, select Test -> New Test option from the upper menu bar to start with configuring the
test:

COMTROL CENTER TEST MAMAGERS

Mew Test

Open Test

Impaort Test

Open Recent Tests
Run Recent

Quick Test

4. Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood. The steps below show how to create a

new Network Neighborhood. You can also use an existing Network Neighborhood or modify
an existing one.
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a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER

Device Status

Administration

Device Under Test

Mew Neighborhood
OPEN MEm b wwu
Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session

MAMNAGERS

b. Select the DUT type used for the test and a corresponding default Network

Neighborhood will be created:

CONTROL CENTER MAMABERE

MNetwork Neighborhood

What type of device are you testing?
SWITCH

/ ROUTER

CORE ROUTER Dinor Lnder Tat

MAT f PROXY

IPSEC

LTE EPC

LTE MME

Router

This netwark simulates groups of hasts,
exch in a distinct subnet. In order to
communicabs with each ather, the hosts
must ga through 2 rauter. Use when 2
rauter is the targeted device under test.

Netwark Description:

& fard address range of hosts sts behind
each logical interface.
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For this test, we will use ROUTER as DUT type.

c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

a

-
Create New Network Nelghborhood

Mew Metwork Meighborhood Mame:
| Layer 4 TCF|

L] Overwrite existing Network

e F

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. OnelPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. This element is not required for devices that are Pass-Through. It is
only needed for devices that are terminating the TCP Connection (e.g. Server Load
Balancers).

iii. Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated hosts. The Static Hosts represents the BreakingPoint TCP
emulated clients and servers. In this example, we will use one element for the TCP
emulated clients and another element for the TCP emulated servers.

P ———————————

M Diagram Mode ADD NEW ELEMENT EXPAMD ALL | COLLAPSE ALL KEYBOARD SHORTCUTS

[ v INTERFACE: (2) | Untagged Virtual Interface

MAC Address Duplicate MAC Address VLAN Key

Tnterface 1 02:14:05:01:00:00 Outer VLAN | + |
Interface 2 02:14:C5:02:00:00 Outer VLAN | = |

» = IPV4 EXTERNAL HOSTS: (1) | External hosts used as a test target

s = IPV4 STATIC HOSTS: (2) | Simulated IPv4 endpoints
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Note: Make sure to configure the IP and MAC addresses according to physical test setup
address assignment scheme.

Layer 4 TCP

Entry Mode Diagram Mode EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS & Lock Network borhood to This User [l

¥ INTERFACE: (2) | Untagged Virtual Interface ADD ROW €3
Use vNIC MAC Address | MAC Address Duplicate MAC Address VLAN Key Ignore Pause Frames Desar

Interface 1 02:1A:C5:01:00:00 Outer VLAN
X | Interface 2 [ 02:1A:C5:02:00:00 Outer VLAN

| Simulated IPv4 endpoints

Container Tags Base IP Address Gateway IP Address Netr

188.18.0.1

Interface 1

Lab Client,i1_default 198.18.0.2
Lab Server,i2_default 198.19.0.2 1000 198.19.0.1 16

X | Static Hosts i1_default
Static Hosts i2_default

Interface 2

e. Save the new Network Neighborhood configura
on the lower right corner:

CONTROL CENTER MARNABERE

Layerd TCP

BN | Dizgram Mode

INTERFACE: (2} | Unta;

| External hosts used as a test tarpet

| Simulated IPwd endpoints
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f. Click on the back arrow to return to the main test screen:

Layer 4 TCP

v INTERFACE: (2)

Number | MTU
X | Interface 1 1 1500
X Interface 2 2 1500

_ hbontane n T

g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

hborhood Browse Network

ling Sl
X Layer Search

ints Z| | ADD NEW = Displaying 1 of 1 |

Close Edit Select

After configuring the MAC and IP layer parameters the actual traffic component needs to be
created as well.
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5. Click on the ADD NEW button from the Test Components section. Choose Stack
Scrambler from the selection list and click on Select button:

Add a Stack Scrambler (Fuzzer)

L. i This component measures
Application Simulator the device's ability to handle
invalid IP, TCP, UDP, ICMP,
Bit Blaster and Ethernet packets. It
sends invalid IP packets
. . . produced by fuzzing, and
Client Simulation validates that the device
continues to operate.

Recreate
Routing Robot
Security
Security NP
Session Sender

Stack Scrambler (Fuzzer

Select

6. Rename the component from StackScrambler 1 to Fuzzing Demo or anything else
meaningful for your test; then, click Create button:

Add a Stack Scrambler (Fuzzer)

Fuzzing Demd

B Use Template

Back Cancel

A new entry (i.e. Fuzzing Demo) will be created under Stack Scrambler (Fuzzer) Test
Component.
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7. Click on the newly created component to edit its parameters:

S
d TestComponents @, v | ADD NEW |

8. In the next steps, we will configure the Fuzzing Demo test component:

a. A meaningful description can be added in the Description box for easy reference of
what this particular component is configured for:

Stack Scrambler Information (¥ Include in Report Current Load Profile: /7\ Default
Component Name State Parameters
[Fuzzing Demo I I Active

Fiiter By Parameter Name
Description

TCP traffic with 10% Bad TCP flags|

b. In the Component Tags section make sure to assign the proper interface tags. For the

Client Tags assign the tag corresponding to the Static Host element emulating the TCP
client as configured in the Network Neighborhood. For the Server Tags assign the tag
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corresponding to the Static Host element emulating the TCP servers as configured in the
Network Neighborhood:

Component Tags Wihat's This?

ext_default

i1_default
i2_default
Lab Client

Lab Server

c. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test the
following parameters will be modified:

i.  Group: Payload, Parameter: Transport: Select TCP from the drop-down list (only
TCP traffic will be generated and impaired)

ii. Group: Data Rate, Parameter: Minimum Data Rate: configure the minimum data
rate 1000. This value is in Megabits/second.

iii.  Group: Stack Scrambler, Parameter: Bad TCP Flags: change the default value of 0
to 10 (the percentage of TCP packets with bad TCP Flags).

Note: If fuzzing traffic is passing through a stateful device such as a firewall, it is important to
enable the Establish TCP Sessions parameter. Otherwise, malformed TCP packets will be
dropped.

Bad GTP Next: |0

Establish TCP Session@

For this test, the remaining parameters can be left to their default values.
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d. Configure the test traffic pattern using the Load Profile section:

i Click on the Edit Load Profile button:

Current Load Profile /™\ Default Al | Edit Load Profile

Parameters Save As Template [ EEEEA G

For this test, we will use the default traffic pattern; only the duration of the sustain state will be
change to 1 minute:

ii. Setthe Steady State Duration from 30 seconds to 1 minute:

RAMP UP STEADY STATE R
// —
Ramp Up Behavior Steady State Behavior
Full Open - gesrand Close Sessi
teady State Duration

00 01 |oo
our Minute Second

Ramp Up Duration

00 00 00
Hour Minute Second
SYN Only Retry Mode

Coun

iii.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Create New / Browse Return to Component Settings

e. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace
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9. Make sure the Test Status indicated (on the lower left corner) is now green:

Device Under Test

BrezkingPoint Default

Test Status Export Import

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

10. Select Save and Run from the lower right corner:

Save As Save and Run

11. If the test has not previously been saved, enter a name for the test and click Save:

Save As ®

TCP Fuzzing |

Save

Run the test and while the test is running continue to monitor the DUT with respect to the target
rate and any failure/error counters. See the Results Analysis section for important statistics
and diagnostics information.

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.
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The Summary tab presents basic metrics that provide a good understanding of the overall test

progress, the most relevant for our test case being TCP Connection Rate, Cumulative
Connections as well as Interface Bandwidth and Frame Rate.

CONTROL CENTER

MANAGERS

View Test

m Interface

Application Transaction Rate

Attempted: N/A
Successful: NjA
Failed: N/A

TCcP

Showing Statistics for: Running Test: Fuzzing Demo, User: admin

SSL/TLS IPsec Application Client

TCP Client Connection Rate

Attempted: [
Established: 0
Closed: 0

Attacks = GTP

TCP Server Connection Rate

Established: 0
Closed: 0

Resources

Tx (Mbps): 15.5
Rx (Mbps): 15.5

Application Transactions

Attempted: N/A

Cumulative Client TCP Connections

Attempted: 10,110

Cumulative Server TCP Connections

Established: 10,110

Tx (Fps): 5,392

Successful: N/A Established: 10,110 Closed (FIN): 10,110 Rx (Fps): 5,393

Failed: N/A Closed (FIN): 10,110 Close (RST): 0

Close (RST): 0
—— e
> Superflows: () SyniAck (ms): 1.639 Ethernet MAC Errors: N/A Tx: 1,537,159

TCP Flows: 1st Byte (ms): 2,366 Rx: 1,537,159
UDP Flows: 0 Close (ms): 1.542
SCTP Flows: 0 Duration (ms): 52.682

Report

Stop Capture Scripts

o2, IR

Stop Test

The TCP tab provides instant access to key statistics that should be examined for failures at the

TCP level.

CONTROL CENTER

MANAGERS

View Test

Showing Statistics for: Running Test: Fuzzing Demo, User: admin

—_———— 37%
Summary Interface SSL/TLS IPsec  Application Client Attacks GIP Resources

TCP Connections per Second

Basic TCP State Diagram

SYN_RECEIVED

Client: 0
Server: 1

ESTABLISHED
Client: 1
Server: 1

CONCURRENT

Client: 24
Server: 23

CLOSING
Client: 0
Server: 0

e e e T e
0 2 4 & 8 10 12 14 16 18 20
Time {s)

@ Attempted TCP Rate: 291 @ Successful TCP Rate: 230

Report

Stop Capture Scripts

(P
2 24 2% 228 30

TIME_WAIT

Client: 2
Server: 0

Client: 0
Server: 0

CLOSE_WAIT
Client: 0
Server: 0

LAST_ACK
Client: 0
Server: 0

Stop Test
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The TCP view can quickly indicate if the device is unable to keep up with the targeted test
objective (i.e. TCP Connection Rate: Attempted vs. Successful).

Beside the real-time statistics, detail post-test analysis can be performed. In the lower left corner
of the Real Time Statistics window, click the Report button to view detailed results. This will
open the results in a new browser window.

On the left side of the detailed report window is the navigation panel, where you can navigate
and browse the results. The results and test information will be displayed on the right side of the
browser:

it Layer 4 TCP Performance Test

3 Test Environment
5.1. Settings

Seed override

Data rate reporting tvpe
5.2. Interfaces
Humber
1 falze

|2 falze

5.3. Impairments

Interface Rate

+|
[ OF OF OF [

N e
g

B
From the navigation panel go to: Test Results for TCP Sessions folder -> Detail -> TCP
Connection Rate. Once TCP Connection Rate has been selected, a graph will display the
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Client and Server attempt rate, establish rate and close rate. Also, a table is displayed showing
the values used to create the graph.

Layer 4 TCP Performance Test
7.18.4 TCP Connection Rate
J0000
653000 i
Se000 i
49000 //
]
42000
E
8
Y =s5000
g :
£ 28000 e
21000 //
14000 //
7000 /
0 —n—é/
] 3 10 15
Client attermpt rate Client establish rate
Seconds
Timestamp Client attempt rate ||Client establish rate
0,785 2,548 2,548
1,815 P P
2,789 ~E011 ~E011
3.786 ~10990 ~10990
4,799 ~16020 ~16020
5,738 ~21010 ~21010
£.732 ~26000 ~26000

Test Variables

BreakingPoint can generate in the same time valid and invalid (fuzzed) traffic; to validate the
capability of the DUT to still handle valid traffic while fuzzed traffic is present, you can add other
test components, e.g. Application Simulator.

Multiple parameters can be fuzzed; the test should be repeated for various parameters and
various percentages of affected packets — in this test, only the TCP flags of 10% of the packets
are invalid.
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Enterprises needs to protect its confidential information or proprietary intellectual property from
leaking outside of the company. Whether by the hand of hackers or, more likely careless or
malicious employees, the cost of exfiltration of that valuable data is high.

The confidential data varies from industry to industry and can be anything that matches a
specified pattern. As an example, certain keywords embedded in office documents may trigger
the DLP (Data Leakage/Loss Prevention) mechanism. In other examples, the vendors must look
to detect leakage of one or more selected documents. In many cases, such documents consist
in confidential data that is not accessible to the IT administrator, so vendors provide tools that
generate a signature for such documents and later use it as a “signature” for the particular
version of the document.

For the medical sector, leakage of patient information is considered confidential and must be
withheld within the premises of the hospital’s virtual network. As an example, in USA hospitals
must comply with HIPA policies.

Payment Card Industry (PCI) compliance is a complex and ever evolving subject affecting
millions of businesses — acquiring banks, Independent Sales Organizations (ISOs), processors,
hosts, shopping carts, e-commerce and retail merchants and other merchant services providers.
The Payment Card Industry Data Security Standard (PCIl DSS) is a set of requirements
designed to ensure that ALL companies that process, store or transmit credit card information
maintain a secure environment. Essentially any merchant that has a Merchant ID (MID). A DLP
device protecting such devices will need to recognize different credit card & debit card patterns
from various financial institutions.

Typical enterprises and organizations use DLP devices to protect their most valuable
information — their intellectual property (IP). This information can reside in Microsoft Office
documents such as business presentations, product requirements documents, design
documents (CAD), customer or sales databases and/or source code (C, C++, Java, ASP)

The DLP testing follows the same concept with the anti-malware test cases described above,
except the malware content consists in legitimate files without malicious content, but
represented by those files embedding confidential information. Another key difference is that the
DLP inspection is focused on outbound communication, rather than both inbound and outbound.

The concept of DLP can be further extended to cover Lawful Intercept which refers to
monitoring of application traffic for certain key words like ‘bomb’ or ‘financial results’ or certain
triggers like credit card or social security numbers. Organizations tasked with monitoring
criminal communications or ethical behavior rely heavily on the performance and accuracy of
lawful intercept (LI) systems to analyze the flow of digital messages across networks. Missing a
single stream of data could prevent prosecuting a crime, stopping a terrorist attack, or
complying with government regulations.
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Test Case: Validating Basic Effectiveness of DLP Engines

Overview

Data loss prevention (DLP) engines provide content-aware, centralized policy control to identify,
monitor, and protect sensitive data. But simply implementing a DLP system doesn’t ensure
proper protection. This test enables users to measure how well DLP policies actually detect and
protect, and to optimize DLP accuracy for optimal security. BreakingPoint System provides
more than 300 applications including social media, file transfer, P2P and a portfolio of major
web mail protocols to simulate a traffic mix that is representative of your own networks. It also
provides the flexibility to customize application flows such as email with real implanted content
to emulate the data exfiltration behavior.

DLP system performance varies with data load, only real-world workload testing at scale takes
the guess work out of deploying reliable DLP systems. The very purpose of DLP solutions, their
reliance upon DPI, intolerance for latency, and the dynamic and complex nature of the Internet
traffic they are designed to inspect make validating accuracy, performance, and scalability a
challenge.

Objective

Measures the effectiveness of the DLP system to prevent data exfiltration under realistic
workload. In this test case, we will use a transactional data protocol as the application to extract
an archive of customer contact details, in the midst of a realistic load of enterprise application
traffic mix to assess the accuracy and performance when the inspection rules enabled of the
DLP engine.

Setup

This setup requires one initiator/client and one responder/sever test port to emulate the entire
enterprise application mix and the exfiltration traffic flow. However, more ports can be used to
scale the performance of the test tool.

............

Ixia Port
lod elx|

8] [0] [¢ Jiols
Emulated Subscribers Emulated DPI

Facebook, HTTP, Citrix, Oracle, BitTorrent, etc Router Device Under Test Application Servers

@
|

Client Network we=sr ~ Sesz====a: Server Network
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Figure 36.  DPI Accuracy Test Topology
Step-by-Step Instructions
1. Open your favorite Web browser and connect to the BreakingPoint Web GUI.
2. Reserve the test ports to be used in the physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER ] MANAGERS

The Admin

¢’ Create a Test

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com

b. Inthe new screen select the physical ports that are to be used in the test:

Device Status

xia @ Ixa ixia o ixia
Slot 5 - 10G

PS4DGEING
085681

In this example, we will use ports 2 and 3 from the blade located in slot number 5.
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Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.

Note: The resources of each blade are allocated in proportion to the number of

ports reserved on the blade. In some cases, it may be necessary to reserve additional ports to
secure enough resources for the test being performed. The sessions and bandwidth available to
a test may be insufficient to adequately perform the test if too few ports have been reserved.

c. Once the proper test ports have been selected click on the back arrow to return to the
initial screen:

Device Status

3. Next, select Test -> New Test option from the upper menu bar to start with configuring the
test:

CONTROL CEMNTER TEST MAMNAGERS
Mew Test
Open Test
Import Test
Open Recent Tests

Run Recent

Quick Test

4. Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
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address VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:

a. From the upper menu bar select Control Center -> New Neighborhood:

5. Click on the ADD NEW button from the Test Components section. Choose Application
Simulator from the selection list and click on Select button:

Add a Component

. ) ) This component measures
! Application Simulator the device's ability to handle
a variety of application layer
Bit Blaster traffic It generates

. . . ns, and validates that they
Client Simulation are passed correctly by the

Recreate
Routing Robot
Security
Security NP
Session Sender

Stack Scrambler (Fuzzer)

Cancel Select

6. Rename the component from AppSim_1 to EnterpriseMixBG and click Create button. This
AppSim component will simulate the background application traffic and provide the realistic
workload that the DLP engine will be need to inspect and police.

Add a Component

Bl Use Template

Back Cancel Create
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A meaningful description can be added in the Description box for easy reference of what this
particular component is configured for. A new entry will be created under Application Simulator
Test Component.

7. Click on the newly created component to edit its parameters:

New Test

Network Neighborhood

DLP_Network 4ol

[’ Test Components @, || ADD NEW o |

A Application Simulator (1)
@  EnterpriseMixBG CDi x

U ] [ D
pit blastetl I

a. Inthe Component Tags section, make sure to assign the proper interface tags. For the
Client Tags assign the tag corresponding to the Static Host element emulating the TCP
client as configured in the Network Neighborhood. For the Server Tags assign the tag
corresponding to the Static Host element emulating the TCP servers as configured in the
Network Neighborhood:

Component Tags Wihat's This?

ext_default
i1_default

i2_default
Lab Client
Lab Server
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b. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test the
following parameters will be modified:

i.  Minimum Data Rate: configure the minimum data rate 70000. This value is in
Megabits/second.

i. Maximum Simultaneous Super Flows: set the value to the maximum desired value
(for this test we will set it to 1,000,000).

iii.  Maximum Super Flows Per Second: set the value to the maximum desired value
(for this test we will set it to 7,000,000).

iv.  Application Profile: Browse to select an appropriate pre-defined application mix that
is representative of your network traffic. For this test select Enterprise Datacenter

¥ | App Configuration

Remove all DNS actions | [ |

Streams Per Super Flow 2
Content Fidelity Normal v

Replace Streams at Runtime =[]

Delay Start 0o 00 00

Hour Minute Second

Application Profile BreakingPoint MAX Band {i
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= Search for Enterprise Datacenter pre-defined mix

r
Browse Application Profiles ®

‘ Enterprise x @

13 Results Help

Application Protocols A-M

This Application Profile contains a Super Flow for each protocol w hose identifier starts with the
letters A - M When new protocols are added, this profile is also updated upon installing the ATl
Author: Last Edited:

Application Protocols N-Z

This Application Profile contains a Super Flow for each protocol w hose identifier starts w ith the

| letters N- Z. When new protocols are added, this profile is also updated upon installing the ATl ...
Author: Last Edited:

CISCO EMIX

This profile w as modeled after Cisco's Enterprise Mix of traffic profile.
Author: Last Edited:

Enterprise

This profile combines superflow s that generate realistic application traffic in a distribution
representative of an enterprise netw ork.

Author: ;

nterprise Datacenter
is profile uses supel

hat generate realistic application traffic in a distribution representative
9] , and it introduces a few extra protocols like Oracle and Citrix that can be ...

Author:  Last Edited:

For this test, the remaining parameters can be left to their default values.
c. Configure the test traffic pattern using the Load Profile section:

i.  Click on the Edit Load Profile button located at the upper right:

Current Load Profile /™\ Default st | “SEdit load Profile

Parameters CERER N WETCR | Load ATemplate |
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i. Modify the Steady State, Ramp-up and Ramp-down durations

=
Phase Settings - Default Mode

RAMP UP STEADY STATE RAMP DOWN
Ramp Up Behavior Steady State Behavior Ramp Down Behavior
‘Fu\l Open ‘ - ‘ ‘Open and Close Sessions ‘ - | Full Close | - ‘
Ramp Up Duration Steady State Duration Ramp Down Duration
00 00 30 00 15 00 00 00 90
Hour Minute Second Hour Minute Second Hour Minute Second
SYN Only Retry Mode

Obey Retry Count

iii.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Create New /Browse  Return to Component Settings

d. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

Now to configure the application traffic that will emulate the data exfiltration behavior. Click

on the ADD NEW button from the Test Components section. Choose Application Simulator
from the selection list and click on Select button.
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a. Rename the component from AppSim_1 to DLP Event1 and click Create button.

Add a Component

DLP Event1

B Use Template

Back Cancel Create

A meaningful description can be added in the Description box for easy reference of what this

particular component is configured for. A new entry will be created under Application Simulator
Test Component.

9. Select Save As from the lower right corner and enter a name for the test and click Save

Save As Save and Run

r
| SaveAs ®

DLP_TestCase |




Test Methodologies for Data Leakage or Data Loss Prevention

10. Before configuring the DLP Event1 component, an application profile with the customized
data protocol flow will need to be created. Select Managers -> Super Flows option from the
upper menu bar to start customizing the flows.

. CONTROL CENTER MANAGERS

= i Strike Lists
D  Test Workspace Fuzzing Demo

Import Strike List

8 Network Neighborhood Application Profiles

DLP_Metworlk Al - Super Fows

A Capture Manager
S Test Components @, [ ApDnEW 4

11. Create an application flow to emulate the data exfiltration scenario. Since in a typical DLP
scenario a client will “upload” a file or folder that may contain sensitive/tracked information.
The Superflow search provides you option to go for such specific searches like “Upload”
Search “Upload” to find some apps that have the upload command in it. Select the pre-
defined ones from the search. Open one of the selected.

[Note: For this particular example, we have chosen FTP as the application however any
other applications protocol can be used for DLP test as BreakingPoint allows the flexibility to
edit the application flows and the data patterns]

. CONTROL CENTER MANAGERS
D  Super Flow Browse Super Flows
Select Super Flow
1P o
Advanced ¥
Displaying 2 of 2 |
Mame Created By Created Last Changed

FTP Cisco EMIX

12. Customize the application. By example, the super flow might consist of DNS and data
transaction flows. In this, scenario the traffic is destined to a known server IP therefore the
DNS flow can be deleted. Similarly, if the application needs to upload a file to outside server,
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therefore Download and other non-relevant actions can also be deleted by clicking on the
trash can icon but keeping them won’t impact the test.

Super Flow Details 4
Flows |
ETE # | Profoco Value Client Server
FTP Cisco EMIX lf @ O Client DNS Server
De=rrotan 2 &l FTP 9w Client FTP Server
This Super Flow simulates an FTP
session in which the client resolves the
FTP server, logs in, downloads a file
with a min size of 4kb, and then
uploads the same file before quitting
the session.[RFC 959][RFC 1035] Akl
Actions
#  Action Value F... | Flow Source
BT . 1 i # Resolve L i DNS client
Testing and Measurement v 2 # Welcome Banner 2% g} 2 FTP server
Tags 3 # Login o 2 FTP client
Testing and Measurement 4 # Directory Listing T 2 FIP client
5 # CWD o oL 2 FTP client
6 # 230 CWD Response ) Y 2 FIP server
7 # Download 2k g 2 FTP client
8 # Upload oL 2 FTP client
: o 9 # QuUIT o5 2 FTP client
Delete .
- 10 © # 221 Goodbye Rt 2 FTP server
- .y
[ Manage Hosts ] o[y # Close W L 2 FTP SErver
[ Lock Super Flow to this user \ i At

Export Save As

a. Parameterize the Upload action. Have a file ready that contains certain keywords that
you may be putting in the DLP at a later stage like the below doc that has some
keywords like “Confidential”, “iMotoAndroNex,” etc.: Save it with a name like
“Secret.docx

QUARTERLY REPORT-HIGHLY
CONFIDENTIAL

To all our acquaintance, this is the quarterly report of our highly secret iMotoAndroNex phones. Please
ensure you do not distribute this beyond this group. Also it's a violation to put this document on any file

sharing, sites, FTP servers etc., Below are some of the pictures and the high-level architecture of our
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b. Upload the word doc in the client action

Super Flow Details |4
Flows
R #  Protocol Value Client Server
FTP Cisco EMIX 1 v @FP T Client FTP Server
Description:
This Super Flow simulates an FTP
session in which the client resolves the
FTP server, logs in, downloads a file
with a min size of 4kb, and then
uploads the same file befare quitting
the session.[RFC 959][RFC 1035] At
Actions
#  Action Value F... | Flow Source
Category: 4 s e
5 i 5 # 230 CWD Response @ 1 FP server
Testing and Measurement -
6 4 Download w5 1 FIP dlient
Taas 7 4 # Upload A 1 FIP client
Testing and Measurement = Transaction Flag o€
=] File min size 4096 {B6
=] File max size Oe
=] Name of the upload... (m7
=7 Request Data /E&
Delete Add 8 # QuIT i 1 FTP client
9 # 221 Goodbye oy 1 FTP server
[ Manage Hosts ] 10 © # Close » B RH 1 FTP server
[ =
|| Lock Super Flow to this user Add Actio

c. Click on Save As from the lower right corner and enter a name for the customized super
flow and click Ok

Add Action

| saveAs x
|

| Source: BreakingPoint FTP

Save Super Flow:

DLP_FTH

] Overwrite Existing Super Flow
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13. Create an Application Profile containing the DLP_<Protocol Name> super flow. Select
Managers -> Application Profiles option from the upper menu bar.

. CONTROL CENTER MANAGERS

Strike Lists
5  Super Flow >> DLP_FTP

Import Strike List

Super Flow Details

Flows
Name: i .
£, Brotoc Super Flows
DLP_FTP 1 1 FTP
Description: Capture Manager

This Super Flow simulates an FTP
session in which the client resolves the
FTP server, logs in, downloads a file

Device Validation Manager

a. Click on Create New from the lower right corner and enter a name for the application
profile and click Ok

Create New

Create New x

Create New Application Profile:

DLP_FTP_AP|

[] Overwrite Existing Application Profile

b. Click on Add Super Flow

Add Super Flow Save As
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c. Enter DLP_<Protocol Name> in the search field, once narrowed down click on the
DLP_<Protocol Name> flow in the search results. Then click on Add Selected and OK.

Add/Remove Super Flows

@
DLP_FTH ‘ Search )

Displaying 1 of 1 |
Super Flow Search Results Associated Super Flows
Name

DLP_FTP 2] a ©

Name

|
«==D° @0 |

d. Click on Save from the lower right corner

14. Select Test -> Open Recent Test option from the upper menu bar to resume configuring
the test. Select DLP_TestCase, which is the last saved configuration file.

CONTROL CENTER MANAGERS
DLP Testcase

Import Test

Open Recent Test :

. DLP_Networl

15. Edit the existing “Network Neighborhood” from Archive, save it as DLP_Network. Add the
two new components for the DLP events, assign one to the client interface and the other to
the server. The network neighborhood ID client and server should carry the background
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traffic and the “DLP_Event_Client” and the “DLP_Event_Server” ID should carry the DLP
event traffic.

LA ANCE S Diagram Mode
» INTERFACE: (20) | Untagged Virtual Interface

x > IPV4 EXT

ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS ]

x ¥ IPV4 STATIC HOSTS: (4) | Simulated IPv4 endpoints

DEL | ID Container Tags Base IP Address

Static Hosts i1_default |Interface 1 ~ || RegularTraffic_Client 1.1.0.1 65

Static Hosts i2_default Interface 2 ~ || RegularTraffic_Server 1.2.0.1 B2

Interface 1 - || bLP_Event_Client 10.200.12.121 1
Interface 2 -

X DLP_Event_Client

DLP_Event_Server DLP_Event_Server

10.200.22.21

16. Resume configuration of the DLP Event1 Application Simulator component. Expand the

Application Simulator components by clicking on * and start editing by clicking on £

=8 Network Neighborhood

DLP_Network £ (<)

<

Test Components @, |/ | ADD NEW s |

pplication Simulator (2)

£ -

@  EnterpriseMixBG

Az X
@  DLP Event1 @ x

Dit Dlnestar

a. Inthe Component Tags section, make sure to assign the proper interface tags. For the
Client Tags assign the tag corresponding to the Static Host element emulating the TCP
client as configured in the Network Neighborhood. For the Server Tags assign the tag
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corresponding to the Static Host element emulating the TCP servers as configured in the
Network Neighborhood:

Component Name State
DLPEvent? Active b
Descri ptiDﬂ
|
Component Tags What's This?

DLP_Event_Client

DLP_Event_Server =51

ext_default

RegularTraffic_Client

RegularTraffic_Server

b. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test the
following parameters will be modified:

i.  Minimum Data Rate: configure the minimum data rate 10000. This value is in
Megabits/second.

i. Maximum Simultaneous Super Flows: set the value to the maximum desired value
(for this test we will set it to 1,000,000).

iii.  Maximum Super Flows Per Second: set the value to the maximum desired value
(for this test we will set it to 7,000,000).

iv.  Application Profile: Browse to select the DLP_<Protocol Name>_AP profiles that
was create previously to emulate the data exfiltration.

For this test, we suggest to set the “Minimum Data Rate”, Maximum Simultaneous Super Flows”
and “Maximum Superflows per second” to 1.
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c. Configure the test traffic pattern using the Load Profile section:

i.  Click on the Load Profile button located at the upper right:

Current Load Profile: /7\ Default 0:17:00  Load Profile

Parameters Save As Template [

Load a Template

Modify the Steady State, Ramp-up and Ramp-down durations

-
Phase Settings - Default Mode

RAMP UP

STEADY STATE RAMP DOWN
Ramp Up Behavior Steady State Behavior Ramp Down Behavior
‘Fu\l Open ‘ - ‘ ‘Open and Close Sessions ‘ - | Full Close | - ‘
Ramp Up Duration Steady State Duration Ramp Down Duration
00 00 30 00 15 00 00 00 90
Hour Minute Second Hour Minute Second Hour Minute Second
SYN Only Retry Mode

Obey Retry Count

ii.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:

Create New / Browse Return to Component Settings

d. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

17. Make sure the Test Status indicated (on the lower left corner) is now green:

' Device Under Test

BrezkingPoint Default

Test Status Export Import
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If there is not, determine what is wrong by selecting Test Status and viewing the errors.

18. Select Save and Run from the lower right corner:

Save and Run

19. If the test has not previously been saved, enter a name for the test and click Save:

Save As:

[] overwrite Existing Test

-

DUT Configuration

The DUT configurations should be such that its able to detect the data loss patterns that we are
sending and be able to block the same. Different devices have different types of data loss profile
configurations and you should be checking the one suiting the present DUT.

Result Analysis

The main objective of this test is to validate that the DLP is happening through the DUT. To
confirm the policies are effective the test should first be run without any policies configured in
the DUT>

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The Summary tab presents basic metrics that provide a good understanding of the overall test
progress. Without the filtering rules in place the test should run without any issues and we
should not see any exceptions. If the statistics shows errors and exceptions you can check
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connectivity issues, policy issues, etc. Exceptions at this point when the DUT is not applying
filtering policies may lead to erroneous conclusions.

CONTROL CENTER

View Test

Summary Interface = TCP  SSL/TLS | IPsec NTwlili)] Client = Attacks = GTP Resources

Attempted Rx Bytes Tx Mbps | Rx Mbps
1 24,257,831 24,256,317 3.28900 3.29800
7 7,245,795 7,244,281 0.99010 0.99010
o 24,371,074 24,363,071 3.29900 3.23400
4

24,071,585 24,067 421 3.35100 3.31700

No Exceptions

Report Stop Capture Scripts % 00 & Stop Test

Now apply the data filtering rule on the DLP device that should block any documents having
keywords like “Confidential’, “iMotoAndroNex,” etc. Rerun the test by clicking restart.

‘ CONTROL CENTER TEST MANAGERS HELP

View Test

i Running Test: DLP_Blackbook_Test1, User: admin
| . 4750

Summary Interface TCP Ll Application Client

Applications Attempted Unsuccessful Rx Bytes Tx Mbps Rx Mbps
BitTorrent Peer 0 14,550,941 14,549,344 3.28700 3.29900
FTP 0 4,327,253 4,111,379 0.96080 0.91230
HTTP 0 14,630,046 14,627,018 3.34700 3.32300

0 14,440,318 14,437,586 3.29700 3.27400

Exceptions should be observed for all
FTP-Data connection port 20 ——
= Source IP Destination IP

Time

19.7140007 10.200.12.121:39229
19.7140007 0.200.22.21:20 10.200.12.121:39229
Report Stop Capture Scripts 1 HOO0 R Stop Test

Find us at www.keysight.com
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No other connections should be blocked or we shouldn’t see exception or changes in any other
apps as the data loss was happening only through the data protocol.

To double confirm you can also download the traffic capture from the test run

CONTROL CENTER € MAMNAGERS

View Test

Showing Statistics for: Running Test: DLP_Blackbook_Test1, User: admin ¥ |

5% |

Summary Interface = TCP SSL/TLS  IPsec W.TNITwiitd Client = Attacks GTP Resources

Applications Attempted Successful Unsuccessful Tx Bytes Rx Bytes Tx Mbps Rx Mbps
BitTorrent Peer 0 0 0 1,609,638 1,608,124 3.28700 3.29900

Preferences 4 Licenses Active Group:  FCTEE - Port Mapping Port Configuration Packet Export

‘ Slot1PortOHostnp1-0.1463166763455.pca
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
4B 0@ LTRE A+=EF sDEQQQT

(N | tcp.flags.reset eq 1

No. Time Source Destination Protocol  Length  Info
2887 1.9 0.20 6 2 64 20 17854 [RST, ACK]
4470 2. 0 i @ 2.12 64 20 5
6010 3.8626092 0.200 = a. 5 64 20 i r K] Seq=1 Ack=1449 Win=579.
7543 4.8 0 i @ 64 20 > g i eg=1 Ack=1449 Win=5792
9079 5.8 23 0.200 ofd 0. 5 64 20 % K] Seq=1 Ack=1449 Win=5792 Len=0
6. 775724 0 i @ 64 20 8259 i 9 Win=5792 Len
. 746694 0.2 .21 a.2 5 64 20 96 i 5 1449 Win=5792 Len
. 717634 8.200.22 .21 Q. 5 64 20
64 20
64 20 e
64 20 0 i Win=5792
64 20 959 i Ack=1449 Win=5792
64 20 i i Ack=1449 Win=5792
64 20 r i Ack=1449 Win=5792
E T B B 10 T e W 1 W V. W T WY 1o P ca oo oo Al aaan iz cooo

Frame 15251: 64 bytes on wire (512 bits), 64 bytes captured (512 bits)
Ethernet II, Src: MS-NLB-PhysServer-26 c¢5:02:ff:fe (02:1a:c5:02:ff:fe), Dst: MS-NLB-PhysServer-26_c5:01:00:00 (02:1a:c5:01:00:00)
Internet Protocol Version 4, Src: 10.200.22.21, Dst: 10.280.12.121

> Transmission Control Protocol, Src Port: 20 (20), Dst Port: 31259 (31259), Seq: 1, Ack: 1449, Len: @
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Data Leakage Test: Lawful Intercept Labs

1. The lawful intercept lab is a readymade lab in BreakingPoint that can help in running quick
data leakage test. To open the lab, you need to go the main screen and click on Labs ->

Lawful Intercept

The Admin

<) Create a Test

v Resiliency Score

@ Reporting

¥ Configuration

Breaking

Find it before they do.

ATI Update: 266562

(T YT Y]
eod00e
(11 17 ]

Support 1(818)595.259
support@ixiacom.com

Software Version:  8.10.0

Strike Date: 2016-05-11T20:05:44.000 CDT

Find us at www.keysight.com
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2. This will provide the option to create a new lab or pre-select an existing one. For this case,
we will go for a new lab to create something from the scratch.

Select Test
=3
Advanced !E
Displaying 1 of 1 |
Name Test Type Inte... = Created By Last Run By Pass/Fail Bandwidth (... Created Last Changed
Lawful Intercept Test lawfulintercept 0 o NA NA
Import Export Create New: Save As Run Open

3. A new lab would have most of the default settings to run it as it is. However, for this
particular lab we would try to change some of the parameters. At this point it should also be
noted that if we plan to change the “Network Neighborhood,” it needs to have “Client_Lab”
and “Server_lab” components that would let the Lab understand the DLP direction and the

IP address source and destinations. In this example, we are using the default switching
workflow as our DLP is set in bridged mode.
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4. Since this is not a performance test, we are reducing the flows per second, the concurrent
flow and the Data Rate to 10.

Facebook Chrome (Lawful Intercept)

Environment Target 1 Active
. Super Flow: SMTP Email (Lawful Intercept)
Bevice L.Irnde‘r BreakingPoint Default -
ki Type: Credit Card Number T|
o, CreAknaPoit Sutch - o =
e BreakingPoint Switching | rowse e Ve q
Back_?:;"‘? BreakingPoint Enterprise Quantity: | 10 3
Flows Per Seco = OEvery 00 100 [:30
Concurrent Flow$: 10 == — Semld
“ v @) Every 1000 2 flows
Data Rate (Mbps): 10 %
; 7 T aa Target 2 Active
Test Duration: 00 8 1230
O O —
Type: Phone Number T|
Quantity: | 10 '3 ;'

) Every (00 100 230
Hour Minute  Second

© Every | 1000 < flows
Target3 [[] Active
Type: | Phone Number i
Quartity: 10 =
Every 00 £ 00 330
Hour Minute  Second
@) Every | 1000 o flows

5. In the lab, we will be using two different apps to send the interesting data out of the network.
One of them is SMTP and the other would be through Facebook. To keep consistency, we
will be using the same secret documents content that we had used in the previous DLP test.

a. Select a Superflow with a needle (you can click on the browse) to get the options of the
available Superflows.

b. For the filename select the same file “Secret.docx” (If this file is not present in
BreakingPoint which can happen if you have not run the previous test) than upload the
file.
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c. Then we set the frequency of the transfer of the keywords and it will be in every 10
flows.

| Target1 7] Active |

Super FLV'. SMTP Email (Lawful Intercept)
WE: File of user defined entries e T‘

Custom Pelimiter:
Filet: secret.docx e
Delimiter el T|
() Every 00 0o 230

‘Hour Minute Second

@ Every 1 2 flows a
L. — S— .

Target 2 [7] Antiva \

6. For the next flow, you can select the Facebook flow and have the same secret document in
it. This will ensure the Facebook flow will also send the same keywords/secrets.

Target 2 - Active

Super Flow: |Facebook Chrome (Lawful Intercept)

Tyj: File of user defined entries T|
Custom Deiirmiter:
e e 3

‘ Delimiter Type: New Line T|

=00 =30
i!oS%cﬂr!d.
_ : flows

&

i (") Every 00

[Note: You can create your own flows as well. The Browse for super flow can show any flows
that has “##needles()}## in it. Below is the example of a Superflow having needle in it. For
example, you can open any of the Superflows and add the “##needle()## in the appropriate field
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and the LI lab will ensure that the needle is replaced with the appropriate keywords during test
runj.

D ' superFl BB _Lab_LI Flow W Browse
Super Flow Details [4]
Flows v
e Actions
BB_Lab_LI_Flow
#  Action Value F.. Flow Source
Description: 1 # Get Initial Page e 1 Facebook client
This Super Flow simulates the Facebook 2 # Server Original Page o 1 Facebock server
session with Chrome headers. The _
client posts chat messages, update 3 # Facebook Login oL 1 Facebook client
Stﬂgﬁgj Zﬂd LﬂleSISHEIE'S wrthkan d 4 # Facebook Authenticatio... oy 1 Facebook server
embedded Lawful Intercept keyword or -
needle, in an attempt to test the LT 5 # Facebook News Feed P... [t 1 Facebook client
system. 6 # Facebook News Feed P... &L 1 Facebook server
7 # Facebook Update Status L 1 Facebook client
8 # Facebook Update Statu... & 1 Facebook server
e 9 # Facebook Chat Message ol 1 Facebook client
N 4
— 10 » # Facebook Chat Response i 1 Facebook server
ecur v
y 11 4 # Facebook Send Message o 1 Facebock client
Tags =7 Transaction Flag (]
Security E Friend Profile ID 100001572911816 r{s)
NAT =7 Subject | i {E
=] Message eedle(): r{s)
=7 Number Of Participa... (]
=] List of Participants a
Temm o =7 Upload Attachment m]
12 » # Facebook Message Res... i 1 Facebook server
.
[ Manage Hosts ] 13 1 # Facebook Logout A 1 Facebook client
L d
["] Lock Super Flow to this user AT
Export Save As

Now once the Facebook flow has been setup now you have two flows SMTP and Facebook,
which are both trying to send the sensitive data out of the network. Clicking the save and run
will now start sending the traffic.

At first there should not be no DLP set up as its important to see that the traffics are not
blocked for some other reasons (wrong network setup, firewall policies, etc.). A test run
should show both target 1 and Target2 being able to send some of the sensitive data.

View Test

Bandwidth Targets: All Targets ~
: NO DLP Policies 1
ime Stamp~  Source IP Dest. IP Ne.

10 0.166 1.1.143.251:20168 1.2.73.158:25 ‘/ﬂ

0.166 1.1.143.251:20168 1.2.73.158:25 g
5 0.365 1.1.111.116:52230 1.2.207.9:25 o
o 1365 1.1.111.116:52230 1.2.207.9:25 o
2 64 of the patterns have been sent
112 y
R G 11 through the SMTP flows. 4.89:23632 kit i 1
AT Y %

=
S 059 1.1.234.89:25632 "
64 Sent
186 was sent from the 0.603 63:80 7
5 second flow of facebook 7 Target 2:
2 0.609 1.1.234.89:25632 1.2.95.63:80 v
186 Sent
10 1.049 1.1.225.164:25860 1.2.95.251:25 E
a 1.049 1.1.225.164:25860 1.2.95.251:25 E ! <
T e e e e e e e P [
2 4 6 81012 141618 20 22 24 26 28 30 32 1.178 1.1.203.86:47881 1.2.0.251:80 € b
e
1.178  1.1.203.86:47881 1.2.0.251:80 ¢
Flows per Second
1.188 1.2.0.251:80 1.1.203.86:47881 i
1.204 1.1.203.86:47881 1.2.0.251:80 <
40 1.2079999 1.2.0.251:80 1.1.203.86:47881 ¢

1.209 1.1.203.86:47881 1.2.0.251:80 't

1.688
1.688

1.1.124.174:49343
1.1.124.174:49343
1.1.23.241:8093

1.2.179.186:25
1.2.179.186:25
1.2.173.116:80

1.7583999
=

Info Edit Report

o, RN
max 00:00:35 Il iy

Restart:
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9. Now we should re-run the test with the DLP policies enabled. In the case of my DUT we find

something interesting. The data leakage happening through SMTP has been mitigated
effectively however the same data leakage that was happening through Facebook wasn’t
mitigated, thereby exposing the loophole in the DLP device.

This brings us to the interesting task of understanding the true efficiency of the DLPs and
there are different ways/variants of tests that can be tried like:

a. Different Applications
b. Encrypting the application.

c. With VPN

d. Changing the type of attachment, pdf, exe, encrypted doc, etc.

e. Converting the doc into picture.

Time Stamp=
1.1619999
1.1619999
1.1720001

The SMTP has 0 sent after test
run. Showcasing the DLP is
effective against SMTP

The facebook app however was
still able to send the data out

Too many retries sending on or closing a conn...  4.53299999
Too many retries sending on or closing a conn...  4.53399992

Report

Source IP
1.1.153.243:40904
1.1.153.243:40904
1.2.154.197:80
1.1.153.243:40904
.2.154.197:80

.1.203.10:1681
1.1.203.10:1681
1.2.180.133:80

1.1.203.10:1681
1.1.133.250:14691
1.1.133.250:14691
1.2.51.118:80
1.1.133.250:14691

Source IP

1.2.4107:25
1.2.26.36:25

Follow

max 00:00:35

Dest. IP
1.2.154.197:80
1.2.154.197:80
1.1.153.243:405904
1.2.154.197:80
1.1.153.243:40904
TTSAT9780
1.2.180.133:80
1.2.180.133:80

57160.133:80
1.1.203.10:1681
1.2.180.133:80
1.2.51.118:80
1.2.51.118:80
1.1.133.250:14691
1.2.51.118:80

Destination IP
1.1.221.135:2436
1.1.12.165:7954

OO 0 0 BB B BlE B

Restart
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Test Variables

BreakingPoint offers the following test configuration parameters, which provide the flexibility to
simulate a high number of different tests with various DLP traffic and below are few of the
examples.

PARAMETER CURRENT VALUE ADDITIONAL OPTIONS
NAME
IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected Mobility
stacks, etc.
Benign Traffic Pre-Canned Mix Custom application mix that matches the

traffic profile from the end customer
deployment production network that needs to

be validated.
Application Type Facebook, SMTP, HTTP(S), BreakingPoint has more than 300 apps where
Gmail, etc. ##needle()## can be used and checked if the

DLP device is capable to prevent data
leakage through that particular app.

Encryption None SSL, IPsec

File Types Docx Pdf, exe, swf, and any other attachments the
application can take.

Conclusions

This test methodology demonstrates how to configure BreakingPoint to determine the Data Loss
Prevention (DLP) efficiency of a device. Two tests have been run as part of this exercise, the
first one uses the manual configuration of putting a file in a Superflow and then understanding
the efficiency of the DLP to understand and restrict data leakage. The second one uses the
Lawful Intercept lab and the “needle” in a haystack format to insert interesting data into multiple
applications and test the ability of a DLP engine in blocking advanced data leakage scenarios.
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Test Methodologies for Virtual Environment Security

Service providers are rethinking how to monetize new services and deliver satisfying end-
customer experiences by leveraging the economy of scale and elasticity of network virtualization
infrastructures. Three key roles in IT that are setting the priorities. The network architect goal
focuses on keeping performance up and costs down. The QA/Test Engineer needs to make
sure the network can withstand heavy workloads as well as remain resilient against cyber
threats. The Operations Director focuses on the overall system integrity to deliver
uncompromising performance with tight security while maintaining agility in the development
cycle. Virtualization powers these initiatives. However, everything old is new again, everything
proven is unproven, so the need for virtual environment application and security test is more
important than ever.
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Overview

Traditional and next-generation workloads are transitioning to the cloud at an increasing pace.
In addition to the economy of scale that is afforded by the virtual infrastructure, there are
traditional security concerns associated with identified vulnerabilities in these workloads and the
challenges required to secure cloud environments. Software defined networks (SDNs) take
important steps towards isolating tenant workloads from other tenants through network
segmentation and applying access policies between virtual network functions (VNF) and their
associated virtual machines (VM).

Lateral threat propagation is a targeted attack for achieving lateral movement within software
defined data centers (SDDC) that takes advantage of an exploit within one application layer to
derive access to another application layer. An example would be the case where a web server
is compromised and used to inject malicious code to gain root access to an application server.
Next, the root access is used to access customer data from a connected database server.

Objective

Ixia’s BreakingPoint VE (Virtual Edition) enables the emulation of advanced lateral threat
propagation.

Setup

This setup requires a minimum of two virtual test ports to emulate server-to-server (S2S)
communication between emulated virtual machines hosted in one hypervisor server and a
second set emulated virtual machines hosted in another hypervisor server elsewhere in the
software defined datacenter.
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Figure 37.  Lateral Threat Propagation Test Topology

Step-by-Step Instructions

1. Click on the Create a Test button on the main BreakingPoint session page.

CONTROL CENTER 1 MAMAGERS

£ Create a Test
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2. Click Add New button next to Test Components. Select Application Simulator and then click
the Select button.

= Network Neighborhood PP SHARED COMPONENT SETTINGS

EreakingPoint Switching
Add a Component

This component measures the
device's ability to handle a
variety of applicafion layer
fraffic flows. [f generates
realisfic application fraffic
Session Sender flows, and validates that they

are passed comrecily by the
Routing Robot device.

i Test Components @, [v|| Ao new

Application Simulator

Client Simulation

Bit Blaster
Security
Security NP
Recreate

Stack Scrambler (Fuzzer)

Cancel Select

@ Test Criteria

3. Name the component and then click Create button.

® CONTROL CENTER MANAGEAS

b_-_ Test Workspace ) NewTest

-4 Network Neighborhood ﬂ SHARED COMPOMENT SETTINGS

BrezkingPoint Switching
Add a Component

4 Test Components ©, /| ADD NEW JgEN T

B use Template

Back Cancel Create
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4. Click the pencil icon to Edit the AppSim component.

New Test

Network Neighborhood - SHARED COMPONENT SETTINGS
~ BrezkingPoint Switching . Maximum Flow Creation Rate
g._‘ . / Original
, Test Components @, | ADDNEW =

&

v Application Simulator (1)

AT %

4

@ AppSim_ 1

"

Current

5. Click the pencil icon to Edit the Application Profile.

Include in Report Current Load Profile [\ Default AR Edit Tioad Profile J
State: A= Te i ;
. Parameters Save As Template Load A Template
Active i :

Application Profile: BreakingPoint Bandwidth

Delay Start: 0o 2 00 200
Hour Minute  Second

v [ DataRate ©

o
Data Rate Unlimited: [
i Tags ; Data Rate Scope: | Limit Aggregate Throughput T|
_default :
Data Rate Unit:  Megabits / Second T|
Diata Rate Type: ©  Constant T|

Minimum Data Rate: * 10000

Maximum Data Rate: 10000
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6. Click the Yes button to save changes made to the Test Workspace.

Application Profile; BreakingPoint Bandwidth

Delay Start: oo + 0o i 00
Hour Minute  Second

¥ [ | DataRate ©

-
Warning X pited: ]
Cli Cope: Limit Aggregate Throughput
.| You have made changes to this Test Workspace. Would you like to
save? Unit:  Megabits / Second
Type: * | Constant
Rate: | 10000
Rate: 10000
Se
mn o
x
(=3 Cance | “
| e [flows: * | 100000
L s

Maximum Simultaneous Active Flows: 0

Maximum Super Flows Per Second: ™ 100000

7. Name the test and click the OK button to save.

Application Profile; BreakingPoint Bandwii

Delay Start: 00 200 200
Hour Minute S

¥ (] DataRate @

-
I[Savens *  [hited: 7]
(=

Cope: Limit Aggregate Throt

%| Source:
Unit; Megabits [ Second

Jaue Ao Type: ©  Constant
ILateraI Threat Propegation |
| |

Rate: © | 10000
Overwrite Existing Test
Fate 10000
Sq -
x in_ o

s. 100000

I
Suice i
]

Maximum Simultaneots Active Flows: 0

h, . —

Maximum Super Flows Per Second: 100000
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8. Alternatively select the “...” button to select a different Application Profile.

9. Type in the name of the Application Profile you want to use and then click the OK button to

select.

H
el

Browse Application Profiles

Select Profile:

Blog Post 2010-08-20 HTTP DaS

Displaying 25 of 259 | Get more results

;"N-ame
I.Blug Post 2010-08-20 HTTP DaS
| Blog Post 2010-08-20 HTTP Do$ Evil
Blog Post 2010-08-20 HTTP DaS Legit

BreakingPoint Angler EK
| BreakingPoint Application Protocols A-M
i BreakingPoint Application Protocols N-Z
| BreakingPoint Bandwidth

BreakingPoint Bandwidth_HTTP
| BreakingPoint Business User
: BreakingPoint Cisco EMIX
| BreakingPoint Clientsim HTTP Requests
| BreakingPoint Cloud Storage Protocols

eakingPoint Bandwidth ﬁu
X —
] 2 oo 2 00
pur Minute  Second
|
\  |mit Aggregate Throughput i
legabits [ Second ¥
onstant =
i}
pooo
00000
00000

Return to Test Work]

Browse Application Profiles

Select Profile: BreakingPoint Enterprise Datacenter

eakingPoint Bandwit

] 2 00 .« 00
ur Minute  Set

——y || datacenter
e

=)

Displaying 1of 1 |
| Name

BreakingPoint Enterprise Datacenter

Imit Aggregate Throu
legabits [ Second
onstant

0000

o000

000a

oo [ o]
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10. Click the Return to Test Workspace button when finished with the Application Profile.

¥ [ Data Rate

Data Rate Unlimited:
Data Rate Scope:

Data Rate Unit:

Data Rate Type: *

Minimum Data Rate: *

T [ Session/Super Flow Configuration

Maximum Simuftaneous Super Flows:

Maximum Simultaneous Active Flows:

Maximum Super Flows Per Second: *

* | 100000

Hour Minute  Second

IJ

Limit Aggregate Throughput o
Megabits [ Second X
Constant

10000

0

100000

Returm to Test Workspace

11. Click the Add New button next to the Test Components and select Security option.

Neighborhood
switching

Iponents «|| ADDT

ria

eria Defined

nder Test

Add a Component

Application Simulator
Client Simulation
Session Sender
Routing Robot

Security

Security NP
Recreate

Stack Scrambler [Fuzzer)

131,068
ip addresses

131,068 s
ip addresses

This component measures the T Uescrnp
device's ability fo handie -~
security threatz by sending

live exploits io the device, and

verifying that the device blocks

the attacks. it realistically

simulates the aftacker as wel e | B
the responses from the
host being aftacked.

Seed |
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12. Name the security component and click the Create button.

:Neighborhood [ ¥

Switching

Add a Component
R g i Descrip
Iponents @, | ADD NEW Security_1 . =m P
| ]
;R
fa
. Em
==
. Use Template
. E
Back Cancel % ]
*ria
b 131,068 131,068 =
eriz Defined ip addresses ip addresses | ]
- e
nelar Tact el

13. Click the “...” button next to the Strike List parameter to browse for a Strike List template.
Include in Report Parameters | Load A Templ

State: |$
Active
Strike List Strike Level 1 D
Exasion Profie: Default evasion settings £ |
Browse Strike Lists * 0 2 00 : 00
Bur Minute  Second
Select Strike List: All One-Way Strikes

Displaying 25 of 284 | Get more results Bt
Name
All One-Way Strikes
All Protocol Fuzzers
All Strikes
All TCP/UDP Ports
AtRisk Strikes 2016
Backdoor Strikes
BlackEnergy Botnet
Canned Malware
Clientside Strikes
Confirmed Kill Firewall 2010-07-23 all-Protocol_fuzzers
Confirmed Kill Load Balancer 2010-07-22 DNS_WithFuzzing
Critical Strikes
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14. Click the pencil icon to Edit the Strike List parameter. Click the Yes button to save changes

to the Test Workspace.

/| Include in Report Parameters

State:

Active

Strike List lterations:

Strike List lteration Delay:

ng

*

1ave made changes to this Test Workspace. Would you like to

15. Click the Add Strike button.

7e APR_P5Printf Memory Corruption Vulnerability {WebDav)
1e auth_ldap Username Format String

1e Chunked Encoding Overflow - Apache Nosejob

1e Chunked Encoding Overflow - Apache Nosejob (Evade)
1e Chunked Encoding Overflow - Apache Scalp

1e Chunked Encoding Overflow - Apache Scalp (Evade)

ne SSI Error Page X55

1e Tomcat mod_jk Arbitrary Code Execution

1e Win32 Directory Traversal

1e Win32 D05 Batch File Arbitrary Command Execution
isk chan_skinny dlen Memory Corruption

n Remote Format String Exploit

ue Bxt.dll Buffer Overlflow

http

http

http

http

http

http

http

http

http

http

sccp
pop3
tep

Strike Level 1 El

Default evasion settings 4 i

00 i 00 ;00

Hour Minute  Second

1

0

Default

0

0

0

0
CVE: 200.. MEDL. 1 o
CVE: 200.. HIGH 1 T
CVE: 200.. HIGH 1 m
CVE:200.. HIGH 1 T
CVE: 200.. HIGH 1 i
CVE: 200... HIGH 1 T
CVE: 200.. MEDL. 1 m

-

CVE:200.. HIGH 1 o
CVE:200.. HIGH 1 i
CVE: 200.. HIGH 1 o
CVE: 200.. HIGH 1 T
BID: 22603 CRITL.. 1 o
CVE:200.. HIGH 1 T

Delete All

Delete Selected
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16. Enter the search text of the Strike pattern desired and click the Search button.

.

s,

Select Associated Strikes

Use as Smart Strike List: [

[websphere

17. Select the desired strike pattern from the search results and click the Add Selected link to

Strikeld
G04-3do01
G04-3ks01
G04-3g401
G04-3dk01
G07-31001
G05-4g001
E09-ak101
E15-8qy01
E15-6gs01
E15-99301
G04-3jg01
F15-6qs02
G04-45r01
G04-3sl01

B EE B BB D EE B R BB E

MName

Displaying 14 of 14

Apache_1_3_mod_proxy_Buffer_Overflow_proxy_attack

Apache_2_mod_ssl_Connection_Abort_Denial_of_Service_possible_at...
Apache_mod_include_Buffer_Overflow_attack

Apache_mod_ssl_ss|_util_uuencode_binary_Buffer_Overflow_Wulnera...

CA_Products_Message_Queuing_Server_Buffer_Overflow_attack

IBM_WebSphere_aApplication_Server_Buffer_Overflow_attack

1BM WebSphere Application Server Cross-Site Scripting

1BM WebSphere Application Server Remote Commons-Collections Cod...

JBoss Application Server Java Unserialization

Jenkins CI Server Commons Collections Java Library Deserialization
mod_ssimod_proxy_Hook_Functions_Fermat_String_Vulnerability_pro...
Oracle WebLogic Server Java Deserialization

Sun_lava_JRE_DNS_Denial_of_Service_attack

Sun_Java_Web_Start_JNLP_File_Argument_Injection_attack

Proto...
top,udp
tepudp
tepudp
tep,udp
tep,udp
tep,udp
http
http
http
http
tep,udp
tcp
tep,udp
tep,udp

add the strike to append. Click the OK button to finish.

Direct.
terflo...  tcpudp  c2s
ort_D... tcpudp 25
low_a... tcpudp c2s
2 bina.. tcpudp s
srver_.. tcpudp o2s
or_Buf.. tcpudp 2s
Cross...  http s
Remo.. http c2s
rializa... http cls
ions 1... http c2s
s For.. tcpudp o2
ializat... tcp 2s
vice_a.. tcpudp o2s
'gume... tcpudp  s2c

Displaying 14 of 14 |

Proto...

Reference

CVE: 200...
CVE: 200...
CVE: 200...
CVE: 200...
CVE: 200...
CVE: 200...
CVE: 200...
CVE: 201...
CVE: 201...
CVE: 201...
CVE: 200...
CVE: 201...
CVE: 200...
CVE: 200...

. Sever...
CRITL...
MEDL...
MEDL...

HIGH
HIGH
HIGH

MEDI....
CRITL...

HIGH
HIGH
HIGH
HIGH

MEDL...

HIGH

Varia...

©00000 ©€000000O

o Bl fEl w B < TR o Bl o Rl o Fe

Add Selected

Strikeld Name
®  E15-Bgydl

16M WebSphere Ap... CVE:201.. @

Reference Strik
CVE: 200..
CVE: 200..
CVE: 200..
CVE: 200..
CVE: 200..
CVE: 200..
+ 200..
CVE: 201..
CVE: 201..
CVE: 201..
CVE: 200..
CVE: 201..
CVE: 200..
CVE: 200..

REEREEEREEREEE S
3

Advanced [+

Reference

=

Remove All  Remove Selected

o [
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18. Click the Save button when finished adding Strikes to the Strike List.

| — —— |
ce: 'i Keywords:

Displaying 10f 1 |
Name Proto... | Direct.. | Reference | Sewer.. | Varia..

1BM WebSphere Application Server Remote Commons-Collections Code...  http s CVE: 201... CRIIL.. 7 o

Delete all Delete Selected

AddStrikes

19. Name the modified Strike List and click OK to save.

Severity: b Year: Protocol:

Reference: i Keywords:

Displaying 1of 1|
strikeld Save As 5 .ctc... Direct... | Reference: | Sever.
& | E1L5-Bqyl kp cds CVE: 201... CRITL
Source: Strike Level 1
Save Strike List:
Lateral Threat Propagation|

D Overwrite Existing Strike List

Delete All

Add Strike
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20. Click the Back button to return to the Test Workspace.

Lateral Threat Propagation

Kl

Name:

Lateral Threat Propagation

Description:

| Strike Level 1 includes high-
risk vulnerabilities in services
often exposed to the Internet.

| This list contains

| approximately 180 strikes and
usuzlly completes in less than
one minute.* NOTE: Strikes
in this list are from 2010 and
earlier. This list no longer
updated or maintzined.

[] Lock Strike List to this user

Associated Strikes

Name: Strikeld:

Reference: T|

Displaying 25 of 184 | Getmorer

Strikeld MName

:

Alternate Microsoft M506-035 SRV.SYS Mailslot Memory Corruption
E03-0bx01  Alt-N WebAdmin USER Buffer Overflow

Apache APR_PSPrintf Memory Corruption Vulnerability

Apache APR_PSPrintf Memory Corruption Vulnerability (WebDAaV)
Apache auth_ldap Username Format String

E02-Oaw04  Apache Chunked Encoding Overflow - Apache Nosejob

Apache Chunked Enceding Overflow - Apache Nosejob (Evade)
E02-0awDl  Apache Chunked Encoding Overflow - Apache Scalp

H

%

@EEEEEIEIEI|

21. Click the Device Status button to view the virtual load modules.

Original
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22. Click on each virtual port to assign ownership to the current user for use in the test.

Device Status

ixia o Iixia

(Y [T

[l

23. Click on the Close button to finish working with the virtual chassis.

Port Mapping Port Confipuration Packet Export
Port Configuration

ESldare MCTOOET T U TaoneE
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24. Click Save and Run button to execute the Lateral Threat Propagation test case.

Percent Change

|_100 |

Original Percent Change
| 100 |

Original Percent Change

TS )
| 100 | gy

Percent Change

B — :

Save and Run

Result Analysis

This section covers the key statistics and events that BreakingPoint VE provides for this type of
test.

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time
Statistics window.

The “Attacks” tab shows how many attacks will be run and how many of those have been
completed thus far. At the bottom of this page are more detailed cumulative statistics, the most
relevant being:

o Blocked: Of those attacks completed, how many have been blocked by the device
o Allowed: Of those attacks completed, how many have been allowed by the device

Also, some of the strikes can be Skipped which means that some of the attacks configured in
the strike list are “deprecated” and therefore they will be skipped. Users that prefer to run them
can create an evasion profile that will have “Allow Deprecated” option set. Skipped also will
occur when there is an IPv6 network neighborhood configured to run a Strike that requires IPv4,
and vice versa.
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The test will stop once all the strikes have been completed.

® Total Blocked: 0 @ Total Allowed: 183

@ Total Errored: 0 @ Total Skipped: 0

Test Variables

Make sure to tailor the East-West traffic to best match your server-to-server communication and
enhance the strike list by adding additional strikes in each direction for different protocols.
Some examples of critical strikes used in a threat propagation test are included in the table
below.

STRIKE ID NAME PROTOCOL | DIRECTION | REFERENCE | SEVERITY
E15-8qy01 IBM WebSphere http c2s CVE:2015- CRITICAL
Application Server 7450
Remote Commons-
Collections Code
Execution
Vulnerability
E12-6x001 Java Sandbox http s2c CVE: 2012- CRITICAL
Breach via 5076
Glassfish
G04-3hy01 | Macromedia_JRun | tcp, udp c2s CVE: 2004- CRITICAL
_4 mod_jrun_Buffe 0646
r_Overflow_Vunera
bility _attack
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Ei;@iﬂ!“ PROTOCOL | DIRECTION | REFERENCE | SEVERITY

e_Connector_Buffe
r_Overflow_attack-
Atk-1

E13-hbf01 McAfee Web http url: CRITICAL
Reporter JBoss http://secunia.c
EJBInvokerServlet om/advisories/5
Marshalled Object 4788/

Code Execution

G08-63c01 | Oracle_ BEA_ WebL | tcp, udp c2s CVE: 2008- CRITICAL

ogic_Server_Apach 4008

Conclusions

Ixia’s BreakingPoint VE (Virtual Edition) enables the emulation of advanced lateral threat
propagation. Insertion of BreakingPoint VE into a continuous integration / continuous
deployment (CICD) chain including virtual firewalls and security appliances proves the
effectiveness of advanced security controls in preventing a variety of server-to-server threat

vectors that can be propagated within the virtualized data center.
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Overview

The industry has been working on getting as much performance as possible out of VNFI, which
has led to several optimization technologies and strategies. One key technology that is making
its way into a wide variety of VNFs is the data plane development kit (DPDK) from Intel.
According to Intel, packet processing and throughput is significantly enhanced to the tune of up
to 10X improvement compared with systems that have not used the DPDK. Software engineers
can compile their VNFs with the DPDK code base to take advantage of the kit’s libraries for
executing code in the Linux user space that provides several optimizations. There are software
abstractions for large-scale multi-core systems, manager routines for memory via use of a ring
to store free objects in the memory pool, and poll mode drivers that work asynchronously to
reduce processing overhead—just to name a few.

Objective

The BreakingPoint VE open virtual architecture appliance (OVA) for the virtual blade can be
downloaded from the Ixia Support website and deploys with VMXNET3 interfaces on VMware
ESXi to take advantage of the Intel DPDK enhancements supported by newer versions of
VMware Hypervisor.

Setup

This new Performance Acceleration feature has some important prerequisites:

1. The server processor that the virtual blade will be using needs to have single instruction
multiple data (SIMD) extensions of SSSE3 or above enabled

2. Atleast 8GB of RAM needs to be allocated for the virtual blade

3. The hypervisor needs to be a version of VMware ESXi 6.0 with a build number of 3029758
or above

Ixia engineering recommends using default settings for VMware hypervisor configuration
options under the Hypervisor->Configuration->Software->Advance Settings->Net path.
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BreakingPoint VE Next Gen Firewall BreakingPoint VE
Test Port 1 DUT Test Port 2
LILETELT
VM Servers . ! VM Servers
Emulation Emulation

VMware ESXi Hypervisor
Intel DPDK Support

Step-by-Step Instructions

1. Configure (TCP segmentation offload) TSO and (large receive offload) LRO in the VMware
ESXi 6.0 hypervisor via SSH. Refer to the Test Parameters table for hypervisor configuration
option values. Example: esxcli system settings advanced list —o
INet/VmkinxLROEnabled

10.0.0.201 - PuTTY
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2. Refer to the VMware knowledge bases for additional details on how to verify or enable TSO
and LRO if they are disabled via SSH. Example: esxcli system settings advanced set —o
/Net/VmkinxLROEnabled -i 1

EF 10.0.0.201 - PUTTY

3. Navigate to the Device Status page in the BreakingPoint web interface.

MAMAGERS

B SHARED COMPONENT SETTINGS SUMMARY INFORMATION
Test Name:
mum Flow Creation Rate Lateral Threat Propegation
000 100,000 BT 3| | Descuption:
5/sec flows/sec =3
Bandwidth
iabits/sec megabits/sec m% [ reset )
Total Unique Superflows

mum Concurrent Flows 12

e P ] Total Unique Strikes
s Flows | 100 [3 =] 183
SiIache Total MAC Addresses

Addrascas 9
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Each vBlade on the Device Status page of the GUI displays a green slot configuration
button at the top-right corner.

CONTROL CENTER 5 MANAGERS

Device Status

Click the slot configuration button to see a pop-up window offering an option to Enable
Performance Acceleration.

D | Chassis Device Status

10.0.0.50

Ixia Ixia Ixla ixia

Slot 1 Configuration

Slot Option: Performance Acceleration T|

Switching "Performance Acceleration” value causes reboot of
slot and may take severzl minutes to finish.

|:| Use Performance Acceleration
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6. Select the Enable Performance Acceleration option and click the Apply button. Note that
there is a warning regarding the fact that the virtual blade will need to automatically reboot
itself to switch modes into the performance optimized code path, which is not the default.

Y Chassis Device Status

Slot 1 Configuration *

Slot Option: Performance Acceleration i

Switching "Performance Acceleration’ value causes reboot of
slot znd may tzke several minutes to finish.

Usze Performance Acceleration

7. The blade will disappear from the Device Status page after a brief period of time and will
reappear upon completion of the reboot.

CONTROL CENTER 5 MANAGERS

Device Status
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8. To verify that the change is in effect on a virtual blade, you can again click the green slot
configuration button and see the checkbox next to Enable Performance Acceleration and the
Apply button will be grayed out.

CONTROL CENTER 5 MANAGERS

Device Status

Slot 1 Configuration

Slot Option: Performance Acceleration T‘

Switching *Performance Acceleration’ value causes reboot of
slot and may take several minutes to finish.

Use Performance Acceleration

9. Select a Performance Emphasis of Throughput from the dropdown in each Application Sim
component you are going to use in a test that makes use of the virtual blades you previously
enabled for Performance Acceleration.

'#| inchade in Repart Current Load Profile /1| Cetatt LR Edif Lond Profile J

gt Purametrs T (oo
active < |

the maximum bedirectioanl data x Ach
»m part 1 to 2 Minchwn el 0

Maximum Super Flows Per Second. * 10000
Unimiied Supeds Fiow Open Rate: | |

| Uniimded Super Flow Close Rate:  [7)]
Targed Miwrsn Srutinecus Flews. L
Client Tags ‘aget Minimum Super Flows Per Second 1
% i1 default Tasgel Humber of Successiul Maiches:

-'-"

Through
Detai L
Server Tags | Simultaneotrs Sessons
¥ 02 _default

Returm to Test Waorkspace
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Result Analysis

Below are some representative performance numbers showing the significant impact Intel
DPDK in a VMXNET3 environment can have on throughput performance for different traffic
mixes. Be sure to benchmark before DPDK and after DPDK for your specific environment as
processor speeds, hypervisor settings, resource oversubscription and other factors can impact
performance.

Before DPDK After DPDK

Application Mix Throughput 16.8Gbps 46.4Gbps

Test Variables

The default Performance Emphasis is balanced and while you will benefit from performance
optimizations applied by the Ixia engineering team over the last several releases, you need to
use Throughput Emphasis to signal to the BPS engine that you want the additional benefits of
Intel DPDK in a VMXNET3 environment.

PARAMETER NAME CURRENT VALUE ADDITIONAL
OPTIONS

Throughput Emphasis Performance Balanced (Non-DPDK
code path)

INet/UseHwTSO6 1 0

INet/UseHwTSO 1 0

INet/Vmxnet3SWLRO 1 0

INet/Vmxnet3HWLRO 1 0
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PARAMETER NAME CURRENT VALUE ADDITIONAL
OPTIONS

INet/VmkinxLROEnabled 1 0
INet/TcpipLRONoDelayAck 1 0
INet/TcpipHWLRONoDelayAck 1 0
INet/TcpipDefLROEnNnabled 1 0
INet/TcpipDefLROMaxLength 32768 1-65535
INet/VmkinxLROMaxAggr 6 0-24
INet/LRODefThreshold 4000 0 - 65535
INet/LRODefBackoffPeriod 8 0 - 65535
INet/LRODefUseRatioNumer 1 0-255
INet/LRODefUseRatioDenom 3 0-255
INet/LRODefMaxLength 65535 1-65535

Conclusions

Application test teams continue to push the performance limits of what common off-the-shelf
hardware and virtual network function infrastructure (VNFI) can achieve. To stay ahead of the
explosion in growth of performance testing of virtual network infrastructures, our engineering
team is leveraging every tool in their toolbox.

Long gone are the days of simply needing to verify just basic connectivity between groups of
unrelated virtual machines. Today’s virtual networks are many-layered and have complex
interdependencies, yet still need to fulfill the service level agreements (SLAs) traditionally
serviced by dedicated hardware. Users can now accelerate the performance of BreakingPoint
VE in generating application test traffic and security test traffic by taking advantage of Intel
DPDK functionality
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Service providers, enterprises and network equipment manufacturers have always struggled to
accurately mimic production network traffic in a controlled test environment for fault analysis or
to validate architectures and devices before deployment. With today's increasingly complex
networks, dynamic applications, and user behavior, this has always been a time-consuming,
complicated, and oftentimes frustrating process. The reality is that there has been no major
innovation in this field over a long period of time and current existing solutions are not often
suitable for today's network environments characterized by a sheer volume of traffic, high
quality standards and an ever-increasing demand in fast turnaround times to fix issues.

Traditional approaches like replaying packet captures have many disadvantages such as:

¢ Slow and time consuming: capturing real traffic, filtering, exporting, loading capture to a
replay tool, configuring test

o Extremely limited: often a small window of time can be replayed due to the size of capture

e Potential policies in production network may not allow distributing packet captures that
include the actual payloads

Fortunately, there are technologies that can be leveraged to provide an alternative solution,
such as traffic metadata. Traffic metadata consists of key data that summarizes and
characterizes various network traffic aspects - it is basically data about data. One of the most
common and widely used formats to transfer such summarized network information is NetFlow,
a protocol originally developed by Cisco Systems which was ratified into RFC 7011 — IPFIX (or
otherwise known as NetFlow v10). NetFlow exported data contains a basic subset of
information like: transport protocol (TCP/UDP), source and destination IP addresses and ports,
start time, end time, and bytes exchanged for that flow.

Using NetFlow records from production traffic to generate a test configuration file yields
unprecedented benefits, such as:

e Capturing the temporal network behavior by following the dynamic traffic composition
changes over time

e Recording traffic characteristics over extended periods of time

e Using only traffic metadata enhances internal and external collaboration by eliminating
potential policies against distributing captured network traffic that include real payloads

In this test methodology, we will introduce an innovative approach for translating production
network insights into real traffic configurations for lab test environments.
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Test Case: Pre-Deployment Validation with Production
Application Mixes

Overview

Network operators, ranging from large service providers to private, enterprise networks have a
constant pressure to keep up with the ever changing and complex set of requirements which
eventually translates in implementing new or improved architectures, update security policies or
constantly apply software patches. While most of the energy and focus is targeted at addressing
these items, a very important aspect of this process is testing and validation before moving to
production. Implementing a new network architecture or improving the existing infrastructure
without proper testing and validation can lead to major performance degradation or even service
disruptions.

When performing such pre-deployment validation tests, it is critical to use the traffic profile that
most closely represents the production environment where the solution will be placed.

Using Ixia's TrafficREWIND virtual appliance, users can easily translate production network
insight into test traffic configurations with high fidelity. TrafficREWIND is fed with network traffic
information using Ixia's ATIP (Application and Threat Intelligence Processor) generated
NetFlow metadata. ATIP is a visibility solution that inspects and reports on production network
traffic. TrafficREWIND records and synthesizes these NetFlow characteristics and generates a
test traffic profile. The resulting test traffic profile can be used in Ixia’s BreakingPoint application
and security test solution.

raﬁ"icR«WlND

o,

Figure 39. Innovative solution that translates production network insights into traffic stimulus for
realistic pre-deployment testing
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Objective

The objective of this test is to validate a new or improved network architecture implementation
(which can range from a complete replacement of various network elements to just software
patches or new traffic policies) with simulated production-like application traffic as sampled from
a live network.

Setup

The current setup consists of two distinct environments:

1. The production environment: to monitor the live network and translate production network
insight into test traffic profiles

o Vision ONE (with ATIP): to inspect production traffic and generate NetFlow records

o TrafficREWIND virtual appliance: records and synthesizes NetFlow records and
generates a test traffic profile

 ——y A

(>
g @0@ o@

2. The lab test bed environment: used to validate the new or improved network architecture

[rafficRUWIND

o Ixia BreakingPoint: application and security test solution used to run the TrafficREWIND
exported test traffic profile, hence emulating the production network traffic
characteristics.

o DUT/SUT (Device Under Test/System Under Test): the device or the collection of
devices and elements comprising the new or improved network architecture to be
implemented in the production environment.
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Network + Security

Infrastructure
F
8_,)[ (1 ko
=l [ Hp
L=

-0

BreakingPoint
emulated servers

BreakingPoint
emulated clients

DUT/SUT

Figure 40. Ixia BreakingPoint test ports connected directly to the system under test.

Step-by-Step Instructions

This section provides step-by-step instructions to execute this test scenario using the tools
mentioned above.

First, we will configure the elements of the production environment. Since the scope of this test
methodology is not to go exhaustively through the configuration options of Vision ONE we will
start by configuring the ATIP module to export NetFlow records:

£ \

aggn NetFlow Exporter
LA\ Application & Threat '
OO ntelligence Proce r (ATIP 1
\ /’

@ Production Network Traffic
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Using a web browser, connect to the ATIP Ul and from the upper right corner navigate to the
Settings menu:

ADMIN =
In the NetFlow menu select the following:
a. Check the Enable NetFlow checkbox
b. Check the Combine Bidirectional Flows checkbox
c. Select NetFlow Version 10
d. Check the Enable IxFlow checkbox
ATI PROCESSOR SETTINGS
|

e. Inthe bottom section of the page, NETFLOW COLLECTORS pane, configure the IP
address of the TrafficREWIND virtual appliance: in this case, itis 10.216.102.130 and
the destination port is UDP 20001

T ]

YES 10.216.102.39 Upp 100

il

{ = o G (=
|~ 1~ T~ R |
TR R ]

N 5

dm
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Now, that the ATIP module has been configured to export NetFlow records, we can proceed

and configure the TrafficREWIND virtual appliance, the central piece of this end-to-end
solution.

3. Using a web browser, connect to the TrafficREWIND IP address and use your Ixia account

credentials to log in. Once logged in, click on the Launch button to start a new
TrafficREWIND Ul session:

Xia | R4WIND

ENJOY

B D EUARIEY il L b e
Xl fiiCREWIND allows you to recos
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4. The new displayed page is the TrafficREWIND Sensor configuration:

xXia R«WIND

Sensor Configuration

L

Monitor outbound connections

Select this option to monitor outbound connections to external networks and associated traffic flows, Local network subnets to monitor

Monitor inbound connections
E % Select this option to monitor inbound connections from external networks and associated traffic flows.

10.0.0.1/24

Exporter IP address

Port 00.00

Protocol

This is the page where the entire TrafficREWIND configuration is being done.

First thing we need to do is to configure the network context we want to monitor. There are
basically two options:

o Monitor Outbound Connections — mainly used in enterprise-like scenarios where most
of the traffic is being initiated from the inside-out

o Monitor Inbound Connections — typical for datacenter environments where most of the
sessions are being initiated from the outside-in

In our case, since the new architecture to be implemented is relevant for an enterprise
network environment we will choose Monitor Outbound Connections option.

5. Once the network topology has been selected, we also need to define the corresponding
Local network subnets to monitor: in the case of Monitor Outbound Connections we
need to specify the source subnet(s) only, while for Monitor Inbound Connections, the
destination subnet(s) only.

In our example, we will choose 70.0.0.1/16 as the Local network subnets to monitor.

Note: configuring the correct network subnets is very important for TrafficREWIND as it is
being used during the interpretation and synthetization of NetFlow records.

6. Last step is to configure the NetFlow Exporter IP address, from which traffic metadata will
be received which obviously in our case is the previously configured ATIP. Now we can
save the configuration (from the upper right corner) and once the sensor is ready to parse
NetFlow information, the Start Sensor button becomes active.
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7. Press the Start Sensor button to trigger the process of recording and synthesizing traffic
characteristics.

Device running since Fri 08 Jul, 01:40 PDT

i Home |
Delete existing traffic data bEfU'I'E'!'E;rt

8. From the upper right corner, press the home button to switch to the main dashboard which
offers Application Statistics distribution charts analyzing the traffic volume and sessions of
the imported NetFlow.

xia RUWIND

RPohiaitn st Top 9 applications ordered by Traffic Volume ¥

START Jul 52016 3:45 @ END: Jul 5 2016 13:15 DURATION: 9 hours 30 minutes TRAFFIC VOLUME: 2038 GB

Note: Typically, it will take about 6 to 8 minutes from the time the sensor has been started to
get main dashboard populated with traffic data information.

Having access to the production network traffic characteristics, users can select a particular
time segment (up to 1 day) of the recorded network traffic using the sliding window selectors
at the bottom of the screen and export it as test traffic profile for use with BreakingPoint.
Traffic composition and volume has a granularity of 15 minutes (i.e. each 15 minutes,
application distribution and traffic volume is changing according to the averaged recorded
conditions for that time period).
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9. Select the required time segment of the recorded network traffic using the sliding window
selectors at the bottom of the screen and click on the Export button export.

ia R4WIND

Applicabon Statistics Top 9 applications ordered by Traffic Volume ¥

Jan 92017 17.00 0 END. Jan 92017 21:00 3 / 4 hours

For our test case, we will be selecting a 4 hours’ representative time segment which will
encompass the most relevant and critical traffic activities. The goal is to validate the new or
updated architecture with a traffic profile that is as close as possible to production traffic.

After pressing the Export button, a .bptx traffic profile file will be generated which will be
used with the Ixia BreakingPoint test tool to recreate the corresponding traffic conditions.
Save the exported traffic profile in a location where it can be used later and imported in
BreakingPoint:

@O'| Loov Coamputer » Data (D) » Profiles

Organize .| Open Mew folder

S Favorites * Name Date modified Type Size
B Desktop || TR Jan-9-2017_17-00_4-hours.bpt: 1/10/2017 1:57 &M BPTXFile & KB
i Downloads

By
=1 Recent Places

L Libraries
| 5| Documents
J1 Pelusic
[E= Pictures

B videos
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Next, we will proceed with the last part of this test: lab testing validation.

The objective of this test is to reproduce the production network traffic characteristics and to

validate the new architecture which is first designed in a lab environment in the form of a SUT
(System Under Test). Ixia BreakingPoint will be used as a wrap-around traffic generation tool
connecting the internal emulated clients on one side and the external servers on the other side.

Below section provides step-by-step instructions to execute this test.

10. Use a web browser connected to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

€ & € fxbpg//10.219.13260/ses510n5

IXla wes APPS

>

BREAKINGPOINT

BREAKINGPOINT

Powered by Application and Threat intelligence, BreakingPaint devices enable companies
to maintain resilient IT infrastructures against escalating threats. Only BreakingPoint
security and performan ce testing praducts stress and optimize end-to-end T
infrastructures by creating real user actions with a blend of application and attack traffic
including malware, mobile maware, DBos, and more

For slow cannections, please use the Preloader page
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11. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER TES MANAGERS

The Admin

£ Create a Test Brea king

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com

b. In the new screen select the physical ports that are to be used in the test:
CONTROL CEMTER & MaMASERS

Derice Status

10.219.132.60

Slot 1f10G 093096

Serial

PerfectStorm ONE

Oy i s s IXiql

Settings

In this example, we will use physical ports 0 and 1 from the PerfectStorm One appliance.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to a
logical interface: first reserved port will be Interface1, the second reserved port will be
Interface2, and so on. The logical interface parameters (MAC and IP address along with other
parameters) will be configured as part of the Network Neighborhood, as we will see below.

Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.
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i.  Once the proper test ports have been selected, click on the back arrow to return to
the initial screen:

COMTROL CEMTER

Device Status

Slat 11105
196

TEST MAMNAGERS
Mew Test
Open Test
Import Test
Open Recent Tests

Fun Recent

Quick Test

13. Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address, VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:
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a. From the upper menu bar select Control Center -> New Neighborhood:

CONTROL CENTER MAMNAGERS

Device Status

Administration

Device Under Test

Mew Meighborhood
OPEN MEm b wwu
Import Metwork Meighborhood

Open Recent Neighborhoods

Close BPS Session

b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

CONTROL CENTER MANABERS

Network Meighborhood

What type of device are you testing?
Router

SWITCH
This netwark simulates grauns of hasts,

— eachin adistinct subnet. In order ta
. commurizate with each ather, the hozts
ROUTER must ga thraugh a rauter. Uss when a
e ’ rauter is the targeted device under test.

CORE ROUTER Devionlbder Test

Metwaork Description:

MNAT / PROXY
# fied address range of hosts sits behing
each logical interface.
IP5S
IPSEC
LTE EPC

LTE MME

3G PACKET CORE

SERVER

CUSTOM

For this test, we will use ROUTER as DUT type.
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c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

-

-
Create New Network Neighborhood

New Metwork Neighborhood Name:

Product_Metwork_Simulation

[ overwrite existi ng Metwork

b a

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. OnelPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. We will not use this element for our specific test scenario.

iii. Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated endpoints. The Static Hosts represents the BreakingPoint
emulated internal clients and external target servers. Recall that TrafficREWIND was
configured to monitor a network that was typical for enterprise environments were
internal clients are initiating connections to external servers. It is a good practice to
configure the same set of IP address (both for clients as well as for servers)
according to the actual production network. In this example, we will use the following:

=  One element for the internal clients with 1000 IP addresses

=  One element with a 10 IP addresses for the external emulated servers.

Entry Mode |[ROEE(ETURATES ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS | @ Lock Network Neighborhood to This User [l
I v INTERFACE: (2) | Untagged Virtual Interface

(oo RowEy | |
Number Use yNIC MAC Address | MAC Address Duplicate MAC Address VLAN Key

Interface 1 HIN X Outter VLAN

Interface 2 0214 0:00 Outer VLAN

% » IPV4 EXTERNAL HOSTS: (1) | External hosts used as a test target

x v IPV4 STATIC HOSTS: (2) | Simulated IPv4 endpoints

Container Base IP Address Gateway IP Address
* | Static Hosts i1_default Interface 1 Internal_Clients

* | Static Hosts i2_default Interface 2 External_Server
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Note: Make sure to configure the IP addresses according to the physical test setup address
assignment scheme. In our example, we will use:

¢ Internal Clients will be emulated starting with IP address 10.0.0.2, 10.0.0.3, ... 10.0.3.233
(1000 clients). The gateway used to reach the external network will be 10.0.0.1 (typically the
internal IP address of the exit point on the System Under Test). For easy reference
configure the Tags field to “Internal_Clients”

e The external servers will be emulated starting with IP address 100.0.0.2, 100.0.0.3, ...
100.0.0.11 (10 Servers). The gateway used to reach the private network will be 100.0.0.1
(typically the IP address of the public interface of the System Under Test). For easy
reference configure the Tags field to “External_Servers”

Note: Users can also add a Virtual Router Network Neighborhood element to emulate a router in
front of all these Client or Server endpoints, which will provide the benefit of avoiding an ARP
storm on the interface connected to the DUT/SUT (which can be caused in case many emulated
IP addresses are directly connected to the SUT without a Virtual Router)

For more details on how to add and configure a Virtual Router Network Neighborhood element,
please refer to Appendix A.

e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

f. Click on the back arrow to return to the main test screen:

| UDP Flood and TCP SYN Flood

| entrymode [T ERU |  ADD NEWELEMENT EXPAND ALL | €

I v INTERFACE: (2) | Untagged Yirtual |

Number MTU MAC Address

Interface 1 02:1A:C5:01:00:00
Interface 2 02:1A:C5:02:00:00

x = IPV4 EXTERNAL HOSTS: (1) | External hosts us

Find us at www.keysight.com

Page 272



Test Methodologies for Regenerating Production Network Traffic

14. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

Browse fetwork

s

Product_Metwork_Simulation

Close

After configuring the MAC and IP layer parameters the actual test traffic needs to be created.

First, we will import the TrafficREWIND exported file in the form of a Live Profile, then we will
use the LiveAppSim Test Component to run the previously imported Live Profile.

15. Click on Mangers tab, and then select Live Profiles:

CONTROL CENTER 1 MANAGERS

Strike Lists

New Test

Application Profiles

Network Nelghborhood

Live Profiles
Product_Metwork_Simulation < [

Super Flowns

E]R Test Components « (|| aDDNEW

Capture Manager

I‘ = e alidation Manager

16. When prompted to save the test, select yes and provide a relevant and easy to remember
name:

Save As ®

| Production_Traffic |

4
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17. In the new Live Profiles screen, click on Import button from the lower left corner then
browse and select the previously exported TrafficREWIND profile (at above step 11).

18. Once the live profile has been imported, the Ul will show the details of the corresponding
production traffic:

D Live Profile TR_Jan-8-2017_17-00_4-hours

Traffic View Al
Start Time: Mon Jan 09 2017 17:00:00 GMT-0R00 (Pacific Standard Time)
End Time: Mon Jan 09 2017 21:00:00 GMT-0800 (Padific Standard Time)
Duration: 4 hour, 0 min

| 17:00 | 21:00
1r0o 1nis 1730 17:45 15:00 18:15 18:30 16:45 159:00 19:15 19:30 19:45 2000 20:15 2030 20145 21:00

] Tatal Bytes

Associated Super Flows

Mame Pratocol Flowes Bytes %o Flows % Bykes
BreakingPoint Bandwidth Raw = UDP LIDP 2,211,861 501,268,798 32,00 0.00
BreakingPoint Bandwidth Raw - TCP TCp 1,548,818 19,535,364,679 22,00 11.00
examgple.int TCp 1,246,832 85,670,546,449 18.00 53.00
EreakingParnt Bandwidth POPS Full Session TCP 632,151 1,267,871,833 9.00 0.00
SHTP RMIX 16K TCP 487,337 5,346,010,312 7.00 4,00
EBreakingPoint IMAPv4-Advanced TCP 310,681 2,715,301,064 4.00 1.00
EreakingParnt Bandwidth Bt Torr ent File Download TCP 268,108 46,199,952,900 3.00 27.00
EreakingPoint 55H TCP 152,947 1,269,079,977 Z.00 0.00
EBreakingPoint Bandwidth HTTR TCP 159 10,955,662 0.00 0.00
Export Saye fis Save

Very important to note is that aside from the application type and distribution, the temporal
nature of production network traffic is represented as well, hence the traffic composition is
not the same for the entire test duration. As we can see in this profile, traffic composition
changes every 15 min. This evolution takes application mix testing to the next level of
realism.

Once the Live Profile has been imported it is ran using the new Live AppSim test component
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19. Select the previously saved test from Tests -> Open Recent Tests

MaNAGERS

Sandvine_H1_2014

rdf

20. Click on the ADD NEW button from the Test Components section. Choose Live AppSim
from the selection list and click on Select button:

Add a Live Appsim

L. . This component regenerates
|;| Application Simulator traffic patterns observed by
phoenix netflow collector.

" Live Appsim

Il Bit Blaster

.}E Client Simulation

.TI Recreate

21. Rename the component from LiveAppSim_1 to liveappsim_production and click Create
button

A new entry (i.e. liveappsim_production) will be created under Live AppSim Test
Component.

22. Click on the newly created component to edit its parameters:

S|4 TestComponents @, ([ DD NEW 4]

4 Live AppSim (1)

QO

liveappsim_production
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23. In the next steps, we will configure the Live AppSim test component:

a. Inthe Component Tags section make sure to assign the proper interface tags.

For the Client Tags remove the existing tags and assign the tag corresponding to the
internal clients as configured in the Network Neighborhood. For the Server Tags remove
the existing tags and assign the tag corresponding to the Target, emulating the external
servers as configured in the Network Neighborhood:

-

CnmpnnentTHgs What's This?
Filter By Tag Name Tags
Internal Clients
External_Server
ext_default
Internal_Clients
Server Tags

External_Server

b. Inthe Current Live Profile section click on Live Profile button and select the previously
imported Live Profile

D Test Workspace 2 Production_Traffic

Live Appsim Information V|Include in Report | Current Live Profile /7\ Default - i
= v . , .
& :H Component Hame: Sots: Parameters FEe R C ol | Lozd ATemplate
Iiveappsim_production Active ¥
R e T |
Select Live Profile
Displaving 3of 3 |
Narme Created By Created Durakion
TR_Jan-6-2017 _7-45_55-minutes admin 2017-01-06T15:10:35.155 PST 00:55:00 o
TR_Jan-9-2017_0-00_45-minutes admin 2017-01-09T01:05:03.262 PST 00:45:00 il
TR_Jan-9-2017 _17-00_4-hours admin 2017-01-10T02:20:19.378 PST 04:00:00 i I

For this test, the remaining parameters can be left to their default values.

Note: A useful parameter is the Speed Up or Slow Down Live Profile option which offers the
ability to time scale the test. For example, for traffic profiles with long time periods the test can
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be configured with a 4 x speed up factor which reduces the total test duration by approximately
one fourth of the original profile duration.

SpeedUpor Slow DownLive Profle:  None 7| I
4%
2K

c. Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

24. Make sure the Test Status indicated (on the lower left corner) has a green checkmark:

Device Under Test

BreakingPoint Default

Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the errors.

25. Select Save and Run from the lower right corner:

Save and Run

At this stage, BreakingPoint will start regenerating the production network traffic characteristics
based on the imported live profile.

BreakingPoint offers a broad suite of statistics to monitor various KPIs relevant for an extended
set of different tests. Refer to the Result Analysis section to analyze the results for this test.
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Results Analysis

The main objective of this test is to validate the new network architecture implementation using
similar traffic characteristic as the production network. It is very important to read and interpret
below statistics in the context of the entire system configuration, hence in accordance to the

SUT type, new implementation details, configured policies, etc.

Real-time Statistics

After the test is started and initialized, the screen will automatically switch to Real Time

Statistics window.

The Summary tab presents basic metrics that provide a good understanding of the overall test

progress.

= Wievr Test

Real Time Statistics

Showing Statistics for: Running Test: Production_Traffic, User: admin

0%

TCP

Interface

Application Transaction Rate

Attempted: 341
Successful 49
Failed: O

SSL/TLS | IPsec | Application

TCP Client Connection Rate

Attemnpted: 538
Established: &40
Closed: 18

Superflow

LiveAppSim  Client = Attacks

TCP Senver Connection Rate

Established: 640
Closed: 18

GTP | Resources

Tx (Mbps): 92,46
Rz (Mbps): 92,34

Application Transactions

Attempted: 12,611
Successful 3,543
Failed: D

Aborted: [

Cumulative Client TCP Connections

Attempted: 17,132
Established: 17,132
Closed (FIN): 608
Close (RST): 0

Cumulative Server TCP Connections

Established: 17,132
Cloged (FIN): 602
Close (RSTy 0

Frame Rate

Tx (Fps): 13,400
Rx (Fps): 13,480

Concurrent Flows

Superflows: 16,574
TCP Flows: 16,525
UDP Flowes: 1

SCTP Flows: O

Average TCP Time

Synifck (ms):
1=t Byte (ms):

Cloge (ms):
Duration (ms):

0.62
0.995
0.002
8,892.673

Errors

Ethernet MAC Errors: hfa

Cumulative Frames

T 376,375
Ra: 376,363

Info

Repaort

Stop Capture

Stap Test
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Another important tab is the dedicated LiveAppSim tab: here we can see for each of the
applications a comparison graph with the test achieved throughput vs the original observed one.

Wiewr Test

am!tﬁlm mﬂlr:iRunrirg Test: Production_Traffic, User: admin
i B ST o

1%
Summary  Interface TCP | S5L/TLS | IPsec | Application = Superflow WEEECTTASTAM  Client | Attacks  GTP | Resources

Terakions
BreakingPoint Bandwidth B Terrent File ... 1,442

Ol

BreakingPoint Bandwidth POPS Full Session 4,295

Ol

BreakingPoink IMAPY4-Advanced 2,165
BreakingPoint 55H 9,128
SHTP RMIY 16K &,852

O
]

Uniclassified TCP 10,120

o O

excample.int 6,535

®Tx/Rx - (Mbps) @ OriginalfDesired Bandwidkh - (Mbps)

e} 5t est

Monitoring the original (similar to the production network) vs current test achieved throughput on
a per application basis offers users the ability to promptly identify potential issues with the new
network architecture implementation before the deployment it in the real production
environment.

Beside the real-time statistics, detailed post-test analysis can be performed. In the lower left
corner of the Real Time Statistics window, click on the Report button to view detailed results.

Re port Sto P Ca pure 'L_-r'irntr.
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This will open the results in a new browser window. On the left side of the detailed report
window is the navigation pane, where you can navigate and browse the results. The results and
test information will be displayed on the right side of the browser:

7.18.1 : Super Flow Data Throughput Comparison

¥ H‘T Yr

)
e

Lid L Bk ¥

50 100 150 200 250 300 350 400

Timestamp (Seconds)

450 500 550 600

Detailed statistics can be investigated based on each test component, TCP/UDP traffic type,
transmit vs. receive traffic, latency values, etc.

Test Variables

BreakingPoint offers the following test configuration parameters that provides the flexibility to
simulate a high number of different tests with various degrees of complexity and stress levels to
assess the new network architecture implementation capabilities and the impact over the
legitimate traffic profile that the solution would experience in a production network.

PARAMETER CURRENT VALUE ADDITIONAL OPTIONS

NAME

IP Version IPv4 IPv6, DHCP, etc. to test various access
technologies
Network Security None Aside from the production-like network traffic,

Attacks additional security strikes (malware, exploits,
DDoS) can be layered on to assess the new
network implementation’s ability to protect

against such attacks and their impact on the

legitimate traffic.
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PARAMETER CURRENT VALUE ADDITIONAL OPTIONS

NAME

Incremental Traffic | None Other custom application mixes that
potentially matches the estimated future
traffic growth from the deployment production
for proper future sizing

Conclusions

In this test case, we have been through the configuration steps of the TrafficREWIND solution
and its supporting elements: ATIP and BreakingPoint.

This test methodology demonstrates how the innovative TrafficREWIND solution opens
unprecedented capabilities in terms of pre-deployment validation with production-like application
mixes improving productivity and increasing confidence for upcoming live production changes
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Encryption is an incredibly powerful tool in the cyber-security arsenal, providing a strong
additional layer of security for sensitive data. Sandvine'* predicts 70% of the global internet
traffic will be encrypted by the end of 2016 and the trend will continue to grow.

Increased encryption adoption has also been driven by the growing availability of free Certificate
Authorities, and by large hosting providers such as CloudFlare and Amazon moving to SSL.

This is an encouraging development, as encryption protects data in transit from interception and
snooping by prying eyes. It makes it difficult for would-be cybercriminals to harvest information
from, say, the contents of corporate emails. However, there is a darker side to SSL encryption: it
can also mask malicious content, such as malware. A 2016 Ponemon Study'® found that nearly
half of organizations in a range of industry sectors that had suffered a cyberattack, subsequently
found that their attackers used SSL encrypted data traffic to conceal malware and smuggle it
onto corporate networks.

4 https://www.sandvine.com/pr/2016/2/11/sandvine-70-of-global-internet-traffic-will-be-encrypted-in-
2016.html

'5 https://info.a10networks.com/SSLi_ WW_Content_ExecutiveSummary_6CriticalDiscoveries_ TYPage.
html?_ga=1.51542185.1233164609.1472655516
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Test Case: Measuring Encrypted Traffic Inspection
Capabilities of SSL Proxy Devices

Overview

The internet is slowly moving towards 100% encryption. Most websites have implemented
encryption and others are following suite. People are being consistently educated about the
benefits of SSL which has also contributed to them staying away from plain text sites. Similarly,
streaming services have also realized the value of protecting people’s privacy and are also
rapidly moving towards encryption. With all the good things that have been brought through
encryption, this has also become an effective tool for the hackers and criminals to perpetrate
their malicious intent in plain sight. This poses additional challenges for the security tools, as
they now need to dig deeper to extract the data hidden within the secured ciphers. SSL
inspection for a device in the middle generally comes at a cost, most encryption are very
resource intensive and when inspection is enabled can cause significant increase in latencies
and packet drops to the extend where people may consider turning them off. Similarly, several
devices publicize their SSL performance numbers with weaker or out-of-date encryption
algorithms and weaker key sizes. However as shown in the picture below there is almost an
exponential drop in performance as we move to larger key sizes and stronger encryptions.
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Objective

This test measures the security effectiveness of network-based SSL proxy devices against
encrypted traffic. As part of the test we will be using one configuration and run CPS test to
measure max SSL handshakes with RSA_AES256_SHA384 with 2K key size. Look at the
variable section to get more details on other relevant ciphers.

Setup

The setup requires at least two test ports — one acting as a client side of the proxy and the other
as the server end of the proxy with the device under test in the middle.

\

Gateway Gateway
IP Address Range 40.23.0.0/16 40.24.0.0/16 IP Address Range
23.1.1.1-23.1.1.10 ‘ ‘ 23.1.1.1-23.1.1.100

Responder

\

Initiator

7
\

SSL Proxy
Device Under Test

Figure 41. Test Setup

Configure the policy of the device to allow both inbound and outbound communication for any
traffic/protocol on any port (allow ANY to ANY). Configure the SSL Proxy in the device to ensure
it has allowed the traffic to pass through. Configure the SSL proxy within the device to have the
similar keys and certs to be able to terminate, inspect and reinitiate the SSL traffic.

Step-by-Step Instructions

1. Use a web browser connected to the Ixia Web Apps GUI and start a new BreakingPoint
Web Session:

€ C' | B3 b#pt://10.219.132,60/sessions vy

IXiQ wee ApPs

- ®

BREAKINGPOINT

BREAKINGPOINT
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2. Once the BreakingPoint web home page loads, reserve the test ports to be used in the
physical test setup to generate/receive traffic:

a. Click on the Device Status button located on the upper right corner:

CONTROL CENTER ] MANAGERS

The Admin

> Create a Test Breaking

Find it before they do.”

Support 1(818)595.2599
support@ixiacom.com

b. In the new screen select the physical ports that are to be used in the test:

Device Status

10.205.22.29

ixia o ixia Ixia o ixia ixia
slot 5 - 106

PSHGEING
®esear

Active Group:

In this example, we will use ports 2 and 3 from the blade located in slot number 5.

Note: An important thing to remember when reserving your ports is the order in which you
reserve them. Whenever you reserve a port, the system will automatically map that port to an
interface on the chassis.
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Note: The resources of each blade are allocated in proportion to the number of ports reserved
on the blade. In some cases, it may be necessary to reserve additional ports to secure enough
resources for the test being performed. The sessions and bandwidth available to a test may be
insufficient to adequately perform the test if too few ports have been reserved.

c. Once the proper test ports have been selected click on the back arrow to return to the
initial screen:

Device Status

3. Next, select Test -> New Test option from the upper menu bar to start with configuring the
test:

CONTROL CEMNTER TEST MAMNAGERS
Mew Test
Open Test
Import Test
Open Recent Tests

Run Recent

Quick Test

Since we already reserved the physical test ports (and, if applicable extra ports for more
resource reservation) now we need to configure the MAC and IP layer parameters like MAC
address VLANSs, IP addressing scheme, MTU, etc. All these settings, among others are
controlled/defined from the Network Neighborhood:
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a. From the upper menu bar select Control Center -> New Neighborhood:

CONMTROL CENTER 5 MAMAGERS

Device Status
Administration

Device Under Tact

Import Network Neighborhood

DOpen Recent Meighborhoods

Close BPS Session

b. Select the DUT type used for the test and a corresponding default Network
Neighborhood will be created:

For this test, we will use CORE ROUTER as DUT type.

What type of device are you testing?

SWITCH

ROUTER

CORE ROUTER

NAT / PROXY

IPS

IPSEC

LTE:EPC

o -
- = S HostSet
LTE MME a i

3G PACKET CORE

SERVER

CUSTOM
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c. Enter an easy-to-recall name for the new Network Neighborhood and click OK:

Create New Network Neighborhood

New Metwork Meighborhood Name:

SSL_Proxy_Inspection

[_] overwrite existing Network

d. According to the DUT type we previously selected, a default Network Neighborhood will
be created. Since we chose ROUTER DUT type, the following elements are
automatically created:

i. Two INTERFACES: Provides access to interface level parameters like MTU, MAC,
Impairments, and Packet Filters.

i. One IPv4 EXTERNAL HOSTS: configures the IP address of the external end
hosts/servers. This element is not required for IPS devices that are Pass-Through. It
is only need for devices that are terminating the TCP Connection (e.g. Server Load
Balancers).

iii. Two IPv4 STATIC HOSTS: Provides access to IP related parameters of the
BreakingPoint emulated hosts. The Static Hosts represents the BreakingPoint
emulated attackers and target servers.

iv. ~ Two IPv4 ROUTERS provides flexibility to route multiple subnets behind it. Set the
ID as ClientSideGateway, container as Interface1 and IP address as 40.23.0.2 and
gateway as 40.23.0.254 and Netmask as 16.
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v.  Two IPv4 ROUTERS provides flexibility to route multiple subnets behind it. Set the
ID as ServerSideGateway, container as Interface2 and IP address as 40.24.0.2 and

gateway as 40.24.0.254 and Netmask as 16.

Entry Mode m ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS B Lock Network Neighborhood to This User [l

¥ INTERFACE: (2) | Untagged Virtual Interface ADDROW 3

Number Use vNIC MAC Address MAC s Duplicate MAC Address Ignore Pause Frames Desci

02:1A:C5:01:00:00 Quter VLAN i
02:1A:C5:02:00:00 Outer VLAN v

| Simulated IPv4 router

Container IP Address Gateway IP Address Netmask

Interface 1 -

Interface 2

Vi. For this test, under IPv4 static hosts we will use the following:

= Change the first entry (with ID as Static Hosts i1_default) to have a tag of

“Trusted”, Base IP Address as 23.1.1.1, Count of 100 and Container being

ClientSideGateway.
= Change the first entry (with ID as Static Hosts i1_default) to have a tag of

“Trusted”, Base IP Address as 24.1.200.1, Count of 100 and Container being

ServerSideGateway.

Number Use vNIC MAC Address MAC Address Duplicate MAC Address VLAN Key Ignore Pause Frames Descrl

02:1A:C5:01:00:00 Outer VLAN :
02:1A:05:02:00:00 Outer VLAN -

v IPV4 ROUTER: (2) | Simulated IPv4 router

In 1

[nterface 2

ADD ROW &3

Container ag: Base IP Address Count Gateway IP Address Netr

ClientSideGateway = || client_Side_Network 23111

ServerSideGateway - ‘ Server_Side_Network 24.1.200.1

Static Hosts i1_default
Static Hosts i2_default
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e. Save the new Network Neighborhood configuration by clicking the Save button located
on the lower right corner:

Close

f. Click on the back arrow to return to the main test screen:

SSL_Proxy_Content_Inspection

Entry Mode Diagram Mode ADD NEW ELEMENT EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS & Lock

¥ INTERFACE: (2) | Untagged Virtual Interface
Number Use wNIC MAC Address | MAC Address Duplicate MAC Address
02:1A:C5:01:00:00
02:1A:C5:02:00:00

| Simulated IPv4 router

Container IP Address Gateway IP Address Netmask

ClientsideGateway Interface 1 - 40.23.0.254

ServarSideGateway [Interface 2 - 40.24.0.254

| Simulated IPv4 e

Container Tags Base IP Address Count
% | static Hosts 11_default |ClientSideGateway | = || client_side_Network 23.1.1.1 100
X | Static Hosts i2_default ServerSideGateway | ~ || server_side_Network ‘24.1.200.1 100

g. From the main test screen click on the browse button from the Network Neighborhood
section to search and select the above created Network Neighborhood:

After configuring the MAC and IP layer parameters the actual traffic component needs to
be created.

The Test Component is the entity that controls the traffic patterns. For this example, we
will use the Security test component to emulate the actual attacks.
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4. Click on the ADD NEW button from the Test Components section. Choose Application
Security from the selection list and click on Select button:

R ——————————— e
Network Neighborhood M

SSL_Proxy_Content_Inspection
Add a Component

This component measures
the device's ability to handle
. . a variety of application layer
Live Appsim traffic flows. It generates
realistic application traffic
Client Simulation flows, and validates that they
are passed correctly by the
Session Sender device.

! Application Simulator

Test Components < ADDI
=] p

Routing Robot
Bit Blaster
Security
Security NP
Recreate

Stack Scrambler (Fuzzer)

‘ Test Criteria Cancel Select

5. Rename the component from Application Simulator to something more meaningful if
required and click Create button:

Network Neighborhood I

SSL Proxy_Content_Inspection

M Test Components + ADD NEV

w—"

B use Bmplate

Back Cancel Create
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A new entry (i.e. Critical Strikes) will be created under Application Simulator Test Component.
It's a good idea to save the test at this point with a proper name using the “Save As” button.

[ 100,000 100,000 4N o | et it
flows/sec flows/sec g TS |
Save As X t
|3
Source: B
Total Unigue Superflows
Save As: 3
Proxy_Inspection_SSL
2 Total Unique Strikes
[¥] Overwrite Existing Test 3 0
Total MAC Addresses
“ Total Subnets
i dad Required MTU
0 0 nn | |
| 0, e
ip addresses ip addresses : o | | 0

Seed Override:

1 1
seconds

Save and Run

6. Once done, let’'s move to the Superflows to create our SSL Superflow from Managers ->
Superflows. If the test need

CONTROL CENTER MANAGERS

Strike Lists
t Workspace New Test

Import Strike List

-4l Network Neighborhood Pyt s

‘ : Live Profiles

-

SSL_Proxy_Content_Inspection

v Super Flows
Test Components @, | ADDNEW s

Capture Manager

v Application Simulator (1

i ©  Proxy_Inspection_SSL é m ix Device Validation Manager
|
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7. It's always advisable to start from an existing sample Superflow from the examples we
already have as there would be some tests that will have the ciphers. For this particular test,
we will create everything ground up. Click on Create New to create a new super flow with a
proper name.

Displaying 25 of 203 | Gel more results

Name Created By Created Last Changed

b2b_https admin 2016-10-19T07:13:4... 2015-12-30T17:47:1... W
DDoS SSL Key Exchange Flood

HTTPS Simulated o

HTTPS Simulated 512k Data

iMessage Send File Message [}
iMessage Send Text Message

Skype 1.4 Call SSL (]
Skype 1.4 Login SSL

Skype 1.4 User Search SSL o
SSL HTTPS 1.0

SSLHTTPS 1.1

SSL HTTPS Bulk Encryption Performance

SSL HTTPS One-arm Client Handshake Performance (i}
S5L HTTPS One-arm Client Request Performance

Windows Live Messenger v14 File Transfer o

Windows Live Messenger v14

Windows Live Messenger v15 (]

Create New.

Ld

Add New Flow x |
I Server
| : 1
Client: Client : Client il
)
Server: Server : Server |
ID
HTTP Live Streaming Fl... | Flow Source
HTTP2
| HTTPS Simulated
OCSP over HTTP
=3
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9. Add the following actions to “Accept TLS”, “Send TLS” “GET”, “Response 200 OK”, “Close”.

Search for each of the commands in the search bar and add them one by one.

I YW
Add Action X (a]
Server
& Flow: 't HTTP [~ Server
Add new action at: | { r|
Source Add Flow
server ) ="

Fl... | Flow Source

10. The flow should now look something like this

Flows

| #  Protocol Value Client Server

|

1 » # HTTP OF Client HTTP Server

Actions
#  Action Value Fl... = Flow Source !
1 # AcceptTLS (28 1 HTTP server

o 4 StartTLS @ma 1 HTIP dlient

> # GET @ma 1 HTTP dlient

> # Response 200 (OK) [2h 1 HTTP server

> # Close (28 1 HTTP server
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11. Open the Accept TLS and select the min and max version as TLSv1.2 and the Cipher suite
‘RSA_with _AES_256_CBC_SHA” from the drop down.

Flows -
# | Protocol Value Client Server
1 # HTTP Om Client HTTP Server
Add Flow
Actions
# Action Value Fl... | Flow Saurce
1 1 4 # AcceptTLS o T 1 HTTP server
=7 Enabled true Pl
=7 Min Version TLSv1.2 FeEL
=] Max Version TLSv1.2 | {F@
Flows
#  Protocol ' Client Server
ALL
1 § HTTP o Client HTTP Server
MNONE

RSA_WITH_RC4_128_MD5
RSA_WITH_RC4_128_5HA
RSA WITH_3DES_EDE_CBC_SHA

RSA_WITH_AES_256_CBC_SHA

| SSL_RGA_WITH_NULL_MD5 -
Actions SSL_RSA_WITH_NULL_SHA
#  Action TLS_RSA_WITH_IDEA_CBC_SHA .. Flow S
1 4 # AcceptTLS SSL_DHE_RSA_WITH_3DES_EDE_CBC_SH. @ & 13 1 HTTE e
=7 Enabled SSL_DH_anon_WITH_RC4_128_MD5 F{=l?
=] Min Version SSL_DH_anon_WITH_3DES_EDE_CBC_SH: /&
= Max Version -1 (P8

=] 1st Cipher RSA_WITH_AES_256_CBC_SHA F{=lz
=7 2nd Cipher NONE {H@

12. Select the key sizes and certs. Ensure the same keys and certs are used in the device that
would do the inspection so that it can terminate and re-initiate the session. You can also
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upload your own server and client certificate using the upload arrow at the right as long as
the same cert and key this should not be a problem.

— -

Actions
# | Action Value Fl... | Flow Source
=7 3rd Cipher NONE F{=Lz)
= 4th Cipher NONE F{=Lz)
=7 sth Cipher NONE F{=Lz)
=7 Handshake Timeout ... 0 {86
=7 Client Authentication.. {Ee
= Server Certificate BreakingPoint_serverB_2048.crt - ( eF @
=] Server Private Key BreakingPoint_serverB_2048.key ( evHE
06 M@
= Client Common Name  clientA_2048.client.int L e
=] Client CA Certificate BreakingPoint_cacert_client.crt F4= e-Mm
=-| Client Cert Verify Mo... Do Not Check Cert ( (7]

13. Repeat the same for the Start TLS at the client side. Ensure that they are using similar TLS
versions and similar key size and cert. If there’s a server CA being used ensure the server
CA cert matches that of the DUT. As mentioned earlier, as long as the DUT’s private key
and cert are same and have a similar CA cert than the inspection will happen successfully.

2 a4 # StartTLS @ Thay 1 HTTP client
=7 Enabled true =17
=] Min Version TLSv1.2 {9
= Max Version TLSv1.2 =17
=] 1st Cipher RSA_WITH_AES_256_CBC_SHA P17
=7 2nd Cipher NONE =17
= 3rd Cipher NONE P17
= 4th Cipher NONE {9
=] 5th Cipher NONE Fd=L7)
=7 Resume Max Reuse Oe
=7 Resume Expire (seco... 4294967295 (D6
EII\'C:‘UIIIC LARNT | DTUHUD) LTINS LD '\l-—lu
=7 Handshake Timeout (milliseco... 0 =Lz
=7 Client Authentication Enabled  false Lz
=] Client Certificate BreakingPoint_serverB_2048.crt (B0 HE
=| Client Private Key BreakingPoint_serverB_2048.key .{ e-H
=7 Server Common Name serverA_2048.server.int BreakingPdint_serverB_2048.key
=] Server CA Cert BreakingPoint_cacert server.crt .{ [ |
=7 Server Cert Verify Mode Do Not Check Cert [E©
= Decryption Mode Auto Pz
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14. The first test would be a small packet, high session per second test so set the “Response”
page should be smaller. To achieve that set the minimum and maximum page size as 128
bytes.

4 4 § Response 200 (OK) oL 1

=] Transaction Flag End e

=] HTTP Compression none L

=-| Enable persistent HTTP sessio... on ;’_

=7 Enable 'Content-MD5' off P4

=] Enable chunked encoding off F{c

= | HTTP chunk size O

=] Content-Type O

=-| File Generator Configuration File O
=] File Generator O

=] Keyword List O

=-] HTML File Generator Padding O

=] File Generator Exact Length O

= String for response data O

= File for response data O
= Random filename for response... ;’_

= Random response min length 128 ;’_

=] Random response max length 128 /

=7 HTML custom block-level elem... 1r2_£3

e oL L S R Py PR Ry S S

15. Save the Superflow with a name that can be remembered easily and go back to the manger.

SSL_RSA_AES_256_SHA_3234

Super F|  GoBack (4] =
Flows A
Name: Actions
SSL_RSA_AES_256_SHA_384
#  Action Value Fl... | Flow S
Description: 1 # AcceptTLS ? T EY 1 HTP s
Super Flow for testing TLSv1.2 max 2 # Start TLS 25 dic) 1 HTTP d
Bandwidth test on Virtual Edition (VE) e
using cipher stite AES_256_CBC_SHA 3 » # GET AW 1 HrP d
with 2048-bit keys 4 # Response 200 (OK) ' 1 HITP s
5 # Close ok it 1 HTTP €
Category: “«
Testing and Measurement v
Tags
Testing and Measurement
NAT
Delete  Add
[ Manage Hosts ]
["] Lock Super Flow to this user Add Ao
—

Export Save As
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16. Go to the “Application Profiles”, and create new application

CONTROL CENTER

MANAGERS

Strike Lists

Browse Super Flows

Name

0-bw-latha
10G_NSS_Real_World_Financial_Standard
302 1S small then big

Aditya-Emix

all_botnet_Strains

allbotnets

anhwvmdascalel componentl_appProfile
anil_ssl
ap_sg-ftp-proxy-client-dict1.7K_file.txt
ap_sg-ftp-proxy-client-dict10K_file.txt
application_pic

ATP_Suspicious

ay FTP PASV

Blog Post 2010-08-20 HTTP DoS

Blog Post 2010-08-20 HTTP DoS Evil

Blog Post 2010-08-20 HTTP DoS Legit

BreakingPoint Angler EK

Import Strike List

Application Profiles

Capture Manager

Device Validation Manager

Displaying 25 of 362 |

Created

Create New X
20135

2015
Create New Application Profile:

04-24T14:12:23.000 COT
03-13T03:50:06.194 CDT

2015-03-06T15:32:22.520 CST
SSL_Proxy_Inspection] 2015-04 51.092 COT
[] overwrite Existing Application Profile | 2016-07- :07.724 COT
2016-07- 146,563 COT
1 | 2015-05-16T13:50:19.823 CDT
2016-06-1 51.917 COT
| 201607
2016-07
admin 2015-02
amritam 2016-06-28T15:09:52.523 CDT

Advanced v

) sh s sh ) =) =h ) ) ) ) oD
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17. Search for the newly created Superflow and add the same.

Add/Remove Super Flows

A(sos ) (o)
N——
Displaying 1 of 1 |
9 Super Flow Search Resuits Associated Super Flows
Name T ™ Name
SSL_RSA_AES 256_SHA_384 Q |$L RSA_AES_256_SHA_384 i)
~"add |

Add Selected
N

le to this user I

18. Save the Application Simulator and go back to the saved test and open the Application
Simulator component that we had previously created. Click on the edit button to edit the
same.

— 4 Network Neighborhood

5SL Proxy_Content_Inspection

B Test Components @, ¢

v Application Simulator

©  Proxy_Inspection_SSL

Live Appsim
Client Simulation
Session Sender
Routing Robot

Bit Blaster
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19. In the next steps, we will configure the Application Simulator test component:

a. Inthe Component Tags section make sure to assign the proper interface tags. For the

Client Tags, assign the tag corresponding to the IPv4 Static Host Network Neighborhood
element emulating the client side of the proxy

For the Server Tags, assign the tag corresponding to the IPv4 Static Host Network
Neighborhood element emulating the server side:

Application Simulator Information Include in Report
Component Name: State:
Proxy_Inspection_S5L Active T|
Description:
i
Component Tags o
ilter B Client Tags

® (Client_Side Network
Client_Side_Network

Server_Side Network

Server Tags

®  Server_Side Network
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b. From the Browse Application Profile tab search for the newly created “Application
Profile” and select ok.

‘mation Include in Report Current Load Profile Default QR Edit Load Profile |

| Browse Application Profiles Al /s Template [ Load ATemplate |

elect Profile: SSL_Proxy_Inspection

SsL_Proxy | search
| Boit_And_Reflection
Displaying 1of 1 | |

D 1|00 130
Name Jur Minute  Second

J SSL_Proxy_Inspection

cance' OIJIJDDIJIJ

Maximum Super Flows Per Second innnnnn

c. The Parameters section contains multiple test component attributes that are grouped
into category folders based on their functional purpose. For the scope of this test, since
we are trying to find the max sessions per second you can set the Maximum Super
Flows per Second value to the DUT’s max capability.

i. Data Rate: check the Unlimited Data Rate option so that the test will not be limited
by the amount of generated throughput. Instead the traffic load will be controlled by
the Maximum Super Flows per second as configured below.

i. Maximum Simultaneous Superflows: Configure this value to the total number of
simultaneous Superflows targeted to be achieved by the legitimate users or the max
the DUT can support. For this example, we will use 200,000.
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iii.  Maximum Super Flows Per Second: set the value to the maximum desired value or
DUTs capacity (for this test we will set it to 10,000).

N

v | DataRate ©

Data Rate Unlimited:
Data Rate Scope
Data Rate Unit:
Data Rate Type:
Minimum Data Rate:

Maximum Data Rate:

v il Session/Super Flow Configuration

Maximum Simultaneous Super Flows:
Maximum Simultaneous Active Flows:

Maximum Super Flows Per Second:

Hour

Minute  Second

Limit Aggregate Throughput v

Megabits / Second v
Constant v
10000

10000

2000000

0

d. Configure the legitimate traffic pattern using the Load Profile section:

i Click on the Load Profile button:

Current Load Proflle: s, Stair Step 0:00:39

Save As Template (

Load a Template |

Clear

i.  Change the Ramp Up Duration to 1 seconds.

iii.  Configure Steady State Duration to 5 minutes.
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iv.  Configure Ramp Down Duration to 1 minute.

Phase Settings - Default Mode

RAMP UP STEADY STATE RAMP DOWN
Ramp Up Behavior Steady State Behavior Ramp Down Eehavior
Full Open | - | Open and Close Sessions | - |

Full Close | - |
Ramp Up Duration

Steady State Duration Ramp Down Duration
0o 0o 01 0o 05 0o

0o 01 0o
Hour Minute Second Hour Minute Second Hour Minute Second
SYN Only Retry Mode
Obey Retry Count

In this example, this AppSim component is configured to generate legitimate traffic for a
duration of 6 minutes and 1 second.

v.  Click on the Return to Component Setting button to go back to the Test
Component configuration screen:
Create New / Browse Return to Component Settings
Vi.

Once the Test Component has been configured, click on the Return to Test
Workspace button to return to the main test screen:

Return to Test Workspace

Make sure the Test Status indicated (on the lower left corner) has a green
checkmark:

Device Under Test

BreakingPoint Default

Test Status

Import Test Export Test

If there is not, determine what is wrong by selecting Test Status and viewing the
errors.
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20. Select Save and Run from the lower right corner:

Results Analysis

This section covers the key statistics and events that BreakingPoint provides for this type of

test.

Real-Time Stats

Save and Run

EEZE nterface | Tcp

Application Transaction Rate

SSL/TLS

IPsec = Application Client

TCP Client Connection Rate

Attacks GTP Resources

TCP Server Connection Rate

Bandwidth

Attempted: 130 Attempted: 140 Established: 130 Tx (Mbps): 10,110
Successful: 129 Established: 130 Closed: 129 Rx (Mbps): 10,110
Failed: 0 Closed: 130
: Application Transactions Cumulative Client TCP Connections || Cumulative Server TCP Connections Frame Rate
Attempted: 3,557 Attempted: 3,988 Established: 3,557 Tx (Fps): 296,600
Successful: 3,357 Established: 3,557 Closed (FIN): 3,357 Rx (Fps): 296,600

Failed: 0 |

Concurrent Flows

Closed (FIN): 3,357
Close (RST): 0

Average TCP Time

Close (RST): 0

Errors

Ethernet MAC Errors: N/A

Source IP

Cumulative Frames

Tx: 8,423,512
Rx: 8,422,148

Destination IP

Superflows: 400 Syn/Ack (ms): 1.108
TCP Flows: 200 1st Byte (ms): 1.138
UDP Flows: E

Type Time

'Too many retries opening a connection 20.9220009

IToo many retries opening a connection 20.9209995

1.3.0.10:49564
1.3.0.6:25766

1.4.0.1:443
1.4.0.1:443
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The Summary shows the total throughput, connections per seconds, any exceptions, etc.

Interface

Summary

@Tx Mbps: 9,894

The SSL Handshake and throughput can be seen in SSL/TLS traffic.

Type ; Source IP

Too many retries opening a connection 1.3.0.1:44192
exceptions dropped due to high rate NA: NA:
H Follow

View the report <

& 5 C | & b#ps//10.200.225.92/ui/LiveReport htmi7host=127.0.0.18ttestType=TEST&name=SSLv3%20Firestorm%20Max%20Bulk%20R SA%20AES%20SHA% 2020488 iteration=28internalid=286
" [|SSLv3 Firestorm Max Bulk RSA AES SHA 2048 )

| Destination IP
1.4.0.9:443

Edit Report Restart

7 SSL Handshake Rate

Handshake/s

7.21.25.

: SSL Handshake Rate

— Started
— Timed out
- Finished
Finished: SSLv3 Resume
— Finished: SSLv3 NoResume
Finished: TLSv1 Resume
Finished: TLSv1 NoResume
— Finished: TLSv1.1 Resume
— Finished: TLSv1.1 NoResume
— Finished: TLSv1.2 Resume
— Finished: TLSv1.2 NoResume
- Aborted
— Aborted: by client
— Aborted: by server

o0 25 5o 75 1o 125 150 175

20 225 20 25 w0
Timestamp (seconds)

EE N ) [ R R )

The Reports can be referenced for further granularities.
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The test will stop once all the strikes have been completed.
Report

A detailed report can be generated selecting the Report button from the lower left corner of the
Real Time Statistics window. This will open the results in a new browser window.

Infa Re po rt Sto P Ca pture Seri rlT 5

Once a test report is generated, click on the table of contents from the left pane

Test Variables

Use the following test configuration parameters to repeat the test.

PARAMETER | CURRENT VALUE ADDITIONAL OPTIONS
NAME
IP Version IPv4 IPv6, IPsec, DSLite, 6rd, selected Mobility stacks, etc.
Cipher Type RSA_AES256_SHA38 | Select from the long list of different ciphers available.
4 v e .
=7 1st Cipher RSA_WITH_AES_256_CBC_SHA - | {E86
=7 2nd Cipher - - - - T - EO
g 3rd Cipher TLS_DHE_RSA_WITH_AES_256_CBC_SHA EE )
= ath Cipher TLS_DH_anon_WITH_AES 256 CBC_SHA | /@@
=] Sth Cipher TLS RSA WITH AES 128 CBC SHA2S6 /M@
=] Handshake Timeout (milliseco... | TLS_RSA_WITH_AES_256_CBC_SHA256 F{=lz)
=] dlient Authentication Enabled TLS_RSA_WITH_AES 128 GCM_SHA256 (EI (2]
=] Server Certificate TLS RSA_WITH_AES 256 GCM_SHA3s4 | | M@ = [
=] Server Private Key TLS_DHE_RSA_WITH_AES_256_CBC_stia| | £M@ ~
] server DH Parameters TLS_ECDH_RSA_WITH_AES_128_cBC_sHl | 2@~ @
= Cllent Commen Name TLS_ECDH_RSA_ WITH_AES. 256_c8c_srid £2@
B Clent CA Certificate TLS_ECOH_RSA WITH AES_128 ocM s | 42 @ B
=] Client: Cert Verify Mode s (7]
. TLS_ECDH_RSA_WITH_AES_256_GCM_SH
=] Decryption Mode ‘ F{zlz)
¢ strtTls TLS_ECDH_ECDSA_WITH_AES_128 CBC_{ o' oy
¢ GET JLS ECDH ECDSA WITH AFS 256 CBC | o
Key Sizes 2048 From 512 to 1024, 2048, 3072 and 4096
Curve Sizes NA For EC ciphers, you can use curves of 256, 384 or 521
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PARAMETER
NAME

CURRENT VALUE

ADDITIONAL OPTIONS

Application HTTP
Type

300 other applications that supports encryption like
Facebook, YouTube, smtp, ftp or even send malwares as

attachments etc.

Payload Value 128

Can be of 1Meg or more to check max throughput be
achieved instead of max sessions.

DH Params NA

For ECDH select different types of DH params to be sent

by selecting the DH.pem files.
4 § Accept TLS
|=] Enabled
=] Min Version
=] Max Version
=] 1st Cipher
=] 2nd Cipher
=] 3rd Cipher
=] 4th Cipher
= 5th Cipher
=] Handshake Timeout (milliseco...
=] Client Authentication Enabled
=] Server Certificate
=] Server Private Key
=] Server DH Parameters
|=] Client Common Name
E Client CA Certificate
=] Client Cert Verify Mode
=] Decryption Mode
'ob 4 StartTLS
b oo 4 GET

s DreakingPoint_server_dhparams_64.pem

true
TLSv1.1
TLSv1.1
TLS_ECDH_ECDSA_WITH_AES_256_CBC_SH
MNONE

MNONE

MNONE

MNONE

0

false
BreakingPoint_serverA_2048.crt
BreakingPoint_serverA_2048.key

BreakingPoint_server_dhparams_128.pem

BreakingPoint_server_dhparams_1024.pen|

BreakingPoint_server_dhparams_128.pem

BreakingPoint_server_dhparams_2048. pen|

BreakingPoint_server_dhparams_256.pem

BreakingPoint_server_dhparams_512.pem

Session Reuse | 0

Enable session re-use to achieve higher performance with

BreakingPoint.
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Conclusions

As SSL traffic grows, we see more security devices needing to decrypt SSL traffic. The example
shows the proper way to baseline SSL performance under different conditions that are relevant
with the ciphers commonly used by browsers like Chrome, Mozilla, and Safari. Users of this
technology also need to know the performance penalty exacted to enable the CPU-intensive
SSL operations.

SSL traffic can also be optimized without compromising on the security. For example, a user
can test some of the elliptical curve ciphers and compare it with the non-elliptical variant to
check the performance difference and justify implementing them in your network.

For equipment manufacturers or software developers, this also provides the opportunity to
establish handshake and encryption performance of different ciphers, key or curve sizes, and
perform optimization in hardware and software to reduce latencies and increase efficiencies.



Appendix A: Configuring a Virtual Route

In many situations, it is important to have an additional intermediary Layer-3 network node
emulated in front of the emulated traffic endpoints. In BreakingPoint terminology, such an
element is called Virtual Router and it is acting as a router sitting in front of the various hosts
and endpoints, which are associated with it.

Below diagram is a logical representation of the network elements emulated by two test
interfaces:

o Test Interface 1 — having a Virtual Router in front of the emulated hosts

e Test Interface 2 — no Virtual Router, emulated servers are directly connected

Test Interface 1

(with Virtual Router}

Test Interface 2
(without Virtual Router)

-
—_—
-

——————— g

Virtual Router DUT/SUT Emulated Servers

Emulated Hosts

The main benefits that a Virtual Router element offers are:

¢ Avoid an ARP storm on the interface connected to the DUT/SUT (which can be caused in
case many emulated IP address are directly connected to the DUT/SUT without a Virtual
Router in between)

o Replicate the real-world scenarios where the hosts are not directly connected to the DUT or
SUT, sharing the same IP subnet ranges.

To configure or add a Virtual Router to a Network Neighborhood follow bellow step-by-step
instructions:
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1. Open a new Network Neighborhood or edit your previously configured Network
Neighborhood:

CONTROL CENTER

BreakingPoint Switching i Browse

EXPAND ALL | COLLAPSE ALL KEYBOARD SHORTCUTS i Lock Network Neighborhood to This User [l

ual Interface
Use wNIC MAC Address | MAC Address puplicate MAC Address VLAN Key

* | Interface 1 1 1500 02:1A:C5:01:00:00 IO\Iter'-.:'LAN -'_
% | Interface 2 b 1500 [ 02:1A:C5:02:00:00 M !
* | Interface 3 3 | 1500 | L | 2IACS03:0000 | 1
% | Interface 4 4 1500 L] 02:1A:C5:04:00:00 I
® | Interface 5 5 \ 1500 L] | 02:1AC5:05:00:00 [+
% |Interface 6 6 | 1500 L] 02:14:C5:06:00:00 ™
* Interface 7 7 \ 1500 L] | 021ACS07:00:00 [+
% | [nterface 8 8 02:14:C5:08:00:00 [+

=

» IPV4 STATIC HOSTS: (2 | Simulated IPv4 endpaints

In this example, we will use as a template the default BreakingPoint Switching Network
Neighborhood

2. From ADD NEW ELEMENT-> IP Infrastructure choose IPv4 Router:

L ALLEESS),  Diagram Mode ADD NEW ELER EXPAND A 0

IP Infrastructure Interface

WLAN

IPv4 LDAP Caonfig
IPv4 DHCF Server €
IPvG DHCP Server
IPvd Router

IPsec |Pv4 Router

[ v INTERFACE: (20)

IP Configuration
Endpuoint
¥ | Interface 1 LTE

¥ | Interface 2

v v v wv|w
[m]

Mobile Configuration
3G

* | Interface 3

% | Interface 4

* | Interface 5 5

% | Interface 6 5 IPvE Router

% | Interface 7 7 Ds-Lite B4
B

[ o R B o R

% | Interface 8 DS-Lite AFTR

Note: in case of an IPv6 Network Neighborhood, an IPv6 Router can be selected
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3. For the newly added IPv4 Router element configure the following settings:

PARAMETER CONFIGURED COMMENTS
VALUE
ID VR1 The Identifier to be used by this virtual router element
Container Interface 1 The physical interface number that the emulated virtual

router resides on.

IP Address 10.0.0.2 The external IP address of the virtual router (DUT/SUT
facing)
Gateway IP Address | 10.0.0.1 The Gateway IP address used by the virtual router (typically

the DUT IP address)

Netmask 8 The prefix length of the virtual router.

4. Next, we need to configure the emulated hosts that will be associated with this virtual router.
For this example, we will configure the first IPv4 Static Host range to sit behind the above
created virtual router by selecting VR1 from the Container drop down menu:

Y v IPV4 ROUTER: (1) | Simulated IPv4 router

DEL | ID Container 1P Address Gateway IP Address Netmask

x | yRY Interface 1 -

10.0.0.2 10.0.0.9 L

IPV4 EXTERNAL HOSTS: (1) | External hosts used as a test target

| Simulated IPv4 endpoints

DEL | ID Container Tags Base [P Address Gateway IP Address N
* | Static Hosts i1_default [nterface 1 ~ || Lab Client,i1_default 1.1.01 65534 1.0.01 [
* | Static Hosts i2_defauit Interface 16 Lab Server.i2_default 1201 65534 1.0.01 B
* | Static Hosts i3_default Interface 17 X 1301 65534 1.0.01 B
* | Static Hosts i4_default Interface 18 i 1401 £5534 1.0.01 B
* | Static Hosts i5_default Interface 19 1501 65534 1.0.01 ]
» . )

Static Hosts i6_default Interface 20 1.6.0.1 65534 1.0.01 B
® | Static Hosts i7_default 1701 65534 1001 ]
* | Static Hosts i8_default 1.8.0.1 65534 1.0.01 B

Note: If multiple host subnets are needed “behind” the same virtual router, additional IPv4
Static Hosts ranges can be configured with the same virtual router as a container.
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5. According to the initial diagram, we will leave the 2nd test interface having a static host
range directly emulated, without a virtual router:

x ¥ IPV4 STATIC HOSTS: (20) | Simulated IPv4 endpoints

Container Base IP Address Gateway IP Address

* | Static Hosts i1_default VR Lab Client,i1_default 1.1.01 65534 1.0.01 ] -
* | Static Hosts i2_default Interface 2 Lab Server,i2_default 1201 65534 1001 B

Note: When configuring virtual routers, it is important to make sure that the DUT is also
properly configured to route traffic to the end hosts. Typically, this can be easily achieved by
configuring a static route to the end hosts IP subnet with the virtual router IP address as
next hop.
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